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Logic and Philosophy Today:
Editorial Introduction

AMITABHA GUPTA AND JOHAN VAN BENTHEM

The Initiative This special issue of the Journal of the Indian Council
of Philosophical Research (JICPR; http://www.icpr.in/journal.html), is the
result of a recent initiative aimed at improving the interactions between
contemporary logic and philosophy at universities and colleges in India.
This initiative arose out of a chance meeting between Professors Mrinal
Miri, the Editor of the JICPR, and Amitabha Gupta. During that meet-
ing, Professor Miri expressed his desire to bring out a Special Issue of the
JICPR on the interface of recent developments in Logic and Philosophy.
The Journal has maximum reach throughout the country. It was thought
that it would be the best instrument to disseminate knowledge of modern
logic and its relationship to philosophy in order to enhance the levels of
research and education of logic in India. There are already eminent and
outstanding Indian logicians residing outside India. What we need now is
a strong group inside India involved in advanced research and in training
brilliant Indian minds, unleashing local energies in the field - as in ancient
times with the Nyaya-Vaisheshika, Jaina and Buddhist schools.

Efforts have already started in India to rejuvenate advanced research
and education in logic and its applications, with successful outreach into
mathematics and computer science, by organizing Conferences and Winter
Schools and forming a new Association for Logic in India (ALI; http://ali.
cmi.ac.in/), overseeing a wide range of initiatives, including scientific events
and various publications. The initiative to publish a Special Issue of the
JICPR is in line with this, complementing these efforts by specifically tar-
geting the field of philosophy in India and its activities and programmes
relating to research, teaching and learning, by highlighting recent develop-
ments in logic and their relevance to philosophy.

The urgent need to come up with a publication that would impact a broad
philosophy community in India by making modern logic accessible to it
struck a sympathetic chord with Professor Johan van Benthem, a logician
based at Stanford University and the University of Amsterdam, who has
initiated and supported the cause of propagating logic the world over, in-



cluding recently in China, and who has been associated with the recent
Indian efforts from their very inception. Thus, Gupta and van Benthem
were invited as Guest Editors entrusted with the ambitious task of bring-
ing out an innovative and distinctive volume on "Logic and Philosophy
Today" of the JICPR, soliciting articles from among first-rate logicians in
all continents. The volume that you are holding in your hand right now
is the result of this editorial collaboration between two Dutch and Indian
colleagues. But at the same time, it is much more than that, being the con-
crete outcome of a truly international effort. It is a pleasure to note the
overwhelming response of top-ranking logicians to help enliven the inter-
face of logic and philosophy in India by contributing a paper to this Special
Issue of the JICPR. Likewise, the support of the Indian Council of Philo-
sophical Research (ICPR) in Delhi, http://www.icpr.in/, for this enterprise
has been generous and gracious all the way.

After this brief history and acknowledgment, let us now turn to matters
of content. What you see here before you is a lively panorama of logic re-
search today in a broader setting, written by a large group of distinguished
authors who each open a window to their field of expertise for a general
philosophical audience. Our aim in all this is to give our readers an im-
pression of what is going on, as well as a path into the literature. Let us
first say a bit more about the intellectual background as we see it.

Logic and philosophy over time The juxtaposition of two fields in our
title needs no justification. There is a millennia-old history of fruitful inter-
actions between logic and philosophy, in both Western and Eastern tradi-
tions. But paths have diverged in recent years. During the last half-century,
modern logic has been undergoing a fast expansion of themes and new in-
terdisciplinary alliances, a rich new reality that has hardly registered in the
consciousness of philosophers, even those well-disposed toward logic in-
deed, even those who teach it. What we have tried to do with this issue is
provide the reader with a map of major thematic developments in modern
logic and its current interfaces.

Logic today Broadly speaking, modern logic was forged in the study of
the foundations of mathematics, its rigour and consistency. In effect, this
concern with truth and proof in mathematics was a contraction of the tradi-
tional agenda of reasoning in general domains, still found with great 19th
century logicians like Bolzano or Peirce. But it led to the Golden Age of
Mathematical Logic with Frege, Russell, Hilbert and Godel, whose results



are still central to the discipline as we know it today. At the same time,
these new technical insights turned out to be relevant to philosophy, illumi-
nating old issues and creating new directions, witness the work of Wittgen-
stein, Carnap, or Quine. What has happened after the Second World War is
both a continuation of these streams, with many new eminent names join-
ing the pioneers, and also the rise of a wealth of new interfaces of logic
with other disciplines. These include linguistics, computer science, and in
recent years, also economics and psychology. Logical structures and meth-
ods have turned out to be crucial in studying natural language, computa-
tion, information flow, interaction, and above all, our cognitive abilities in
general. Thus, in a sense, logic is returning to its old broad agenda once
more, but with new mathematical tools.

Migrations This broad contemporary role of logic also presents philos-
ophy with new interfaces. It would be hard to write the intellectual his-
tory of major themes in logic and philosophy in the last century without
tracing their striking further intellectual migrations back and forth across
academia. Here is one such saga out of many. It was philosophers who
started the study of counterfactual conditionals in their analysis of natu-
ral laws; logicians then developed these ideas into conditional logics be-
yond what mathematical logic provides, and this topic then turned out to
be crucial to understanding non-monotonic consequence relations for prac-
tical default reasoning in artificial intelligence, while finally, the later logic
systems are now being applied in areas as far apart (to the superficial ob-
server) as legal argumentation, the linguistic semantics of normality, brain
research with neural nets, and recently, even the study of traditional In-
dian logic. Van Benthems paper ‘Logic in Philosophy’ [H. B. Jacquette,
ed., 2007, Handbook of the Philosophy of Logic, Elsevier, Amsterdam, pp.
65-99] discusses many further examples of this interplay between logic,
philosophy and other disciplines, with key logical themes such as knowl-
edge and information coming to reach from practical philosophy to game
theory and the social sciences, or dynamic theories of meaning that bridge
philosophy, linguistics and computer science.

Logicin India While the above trends make sense for logic and philoso-
phy generally, there is a special interest in bringing these developments to
attention in India. It may not be evident a priori why people in diverse cul-
tures, with distinct pursuits, disparate convictions, divergent customs and
a veritable feast of viewpoints would develop what Amartya Sen called ar-



gumentative traditions and ingeniously nurture them. But they have. And
while there are scholarly debates about just what characterized the old In-
dian study of logic, it is clear that inspired by a robust and vibrant tradition
of naturalism, India made its mark in the world history of logic, with fa-
mous names such as Akapda Gautama, Vasubandhu, Nagarjuna, and Sid-
dhasena Divkara, representing a wealth of schools, in particular, Nyaya,
Buddhist Logic, Navya Nyaya, and Jainist logic.

When modern Western logic came to India, scholars first took the Frege-
Russell stance, interpreting and reformulating traditional Indian logic to
fit that mould, even when the linguistic realities of Sanskrit needed to be
twisted occasionally. Whether biased or not, these studies did provide the
first significant links, and thereby started a potential conversation across
traditions. A later generation of distinguished scholars, influenced more
by Quine, then produced much more sensitive analyses of Indian logical
thought, widening the contacts. This volume contains a paper by Prabal
Sen and Amita Chatterjee, illustrating this by reviewing Navya-Nyya Logic
and explaining its difficult ideas and terminology in an accessible fash-
ion, using first order language in the tradition of Sibajiban Bhattacharyya,
Daniel Ingalls, Bimal Krishna Matilal, Frits Staal, and in particular, Jonar-
don Ganeri. In recent years, we see a third wave of studies, many of them
bringing the broader logic perspectives outlined in the above to bear on un-
derstanding Indian logic. This makes sense, because now that the agenda
of Western Logic itself is in flux, its openness to ideas from other traditions
tends to increase. These newer perspectives on interpreting Indian texts in
logic include case-based reasoning developed by Jonardon Ganeri, para-
consistent logic by Graham Priest, non-monotonic logic by Claus Oetke,
dialogical logic by Shahid Rahman, or modern situational logics of infor-
mation flow, games, and social software by Sarah Uckelman. Our col-
lection includes a paper adding yet one more perspective; Fabien Schang
surveys two Indian dialectical traditions and shows how the ancient Indian
logicians successfully buttressed the dialectic tradition.

We see in all these phases of contacts historically important stages in
increasing mutual understanding between traditions, and we hope that this
issue will encourage such studies even further.

Contents of this issue In designing this issue, we have chosen a num-
ber of broad areas that allowed us to sample major developments, some
extending proven classical lines, others opening new ones. Even so, this
publication is not a textbook, but an invitation. Each chapter consists of a



description of an area, with some special highlights, and pointers to further
literature. If an author has succeeded in getting you interested, you will
then know where to look further.

In Part 1, History of Logic, Wilfrid Hodges and Stephen Read give a
masterly survey of Western logic, including its subsequent ramifications in
Arabic logic. Fabien Schang then samples the Indian tradition through the
theme of dialectical logics, while Prabal Sen and Amita Chatterjee intro-
duce its major flowering in Navya-Nyaya Logic. Fenrong Liu and Wujing
Yang then conclude with a brief history of a perhaps less-known tradition,
that of Chinese logic since Antiquity.

Part 2, Mathematical Logic and Foundations, gives some essential
technical pillars of the field, with chapters on model theory by Anand Pil-
lay, set theory by Jouko Viinidnen, proof theory and the philosophy of
mathematics by Jeremy Avigad, computability theory by Barry Cooper,
and algebraic logic by Hiroakira Ono.

Part 3, Logics of Processes and Computation, charts the thriving inter-
face of logic and computer science (arguably the locus of the bulk of logic
research today), with chapters on temporal and dynamic logic by Frank
Wolter and Michael Wooldridge, logic and categories by Samson Abram-
sky, and logic and automata theory by Ramaswamy Ramanujam.

Part 4, Logics of Information and Agency, broadens the theme of com-
putation to communication, agency, and logical structures in social orga-
nization. Eric Pacuit describes logics of informational attitudes and infor-
mative actions, Richard Booth and Tommie Meyer survey modern logics
of belief change (the engine of learning and adaptation), and Rohit Parikh,
the originator of the well-known program of Social Software employing
logic to understand (and improve) social procedures, ends with a key piece
on knowledge, games and society.

While many of the earlier pieces are of great relevance to philosophers
interested in logical analyis, Part 5, Logic and Its Interfaces with Philos-
ophy, tells a more explicit story of contacts between logic and philosophy
today. Out of a large set of possible topics, we have selected a representa-
tive sample from philosophy of language (Isidora Stojanovic), formal epis-
temology (Jeffrey Helzner and Vincent Hendricks), logic and philosophy



of science (Bas van Fraassen), logic and ethics (Sven Ove Hansson), quan-
tified modal logic (Horacio Arlo Costa), logic and philosophy of mathe-
matics (Hannes Leitgeb), and logic and metaphysics (Edward Zalta).

We continue this exploration, in line with what we said about migrations
earlier, with a number of congenial further interfaces in Part 6, Logic and
Other Disciplines. Its chapters cover logic and quantum physics (Sonja
Smets), logic and probability (Kenny Easwaran), logic and argumentation
theory (Dov Gabbay), logic and cognitive science (Alistair Isaac and Jakub
Szymanik), decision and game theory (Olivier Roy), and many-valued and
fuzzy logics (Petr Hajek).

Taken together, the articles in our issue paint a very broad picture of our
field. But pictures arise as much from omitting as applying brush strokes.
We could have included many more topics, and we may, in later extensions
of this issues. But for now, the material presented here should be enough
to open anyone’s eyes to the power, sweep and beauty of logic today.

Conclusion This volume does not stand in a vacuum. Indian logicians
today are active in university departments of mathematics, computer sci-
ence, and philosophy and they have been remarkably active in recent years
in joining the international community. Organizational efforts began with
a series of successful Conferences (2005 and 2007) and Winter Schools
(2006) held at IIT Bombay on Logic and its Relationship with other Dis-
ciplines that are documented in two forthcoming books: Proof, Compu-
tation, and Agency: Logic at the Crossroads, Vol. 1, Amitabha Gupta,
Rohit Parikh and Johan van Benthem, eds., and Games, Norms, and Rea-
sons: Logic at the Crossroads Vol. 2, Johan van Benthem, Eric Pacuit and
Amitabha Gupta, eds., both published by Springer Verlag.

Our present initiative hopes to strengthen this process by drawing in
more of the Indian philosophical community than was done so far, both
through the papers in our volume and an associated meeting in a Confer-
ence Week on Logic to be held at the University of Delhi from January 5
11, 2011. We plan to bring together our authors with teachers, research
scholars and students from Departments of Philosophy in the country as
well as participants of ALI Winter School.



But let content have the final say. The various contributions in this issue
paint a rich picture of logic today, in a way that we hope will be of interest
to philosophers. It has amazed us to see how easy it was to collect a distin-
guished galaxy of both senior and junior logicians from all over the world,
willing to share their ideas and insights with a broader audience. The arti-
cles collected here may not all be ‘easy reads’, but if you make the effort,
they will show you something that is rare: both the broader vision of to-
days researchers on their broader areas, and their enthusiasm about specific
themes. Indeed, the editors themselves have learnt a lot of new things about
logic today, beyond what they imagined. Of course, not all our authors will
agree on what modern logic is exactly, or where it is heading. We stated
our own view in the above, but that was just an ‘editorial license’: taken
together, it is the papers in this volume that tell the real story of the field to-
day. But no matter how one construes the march of history, we are certain
that, once these contacts have been made, Indian logicians will come to be
noticed more and more at the world-wide stage, adding original insights
in philosophy, mathematics, language, computation, and even the social
sciences. And we would not be surprised at all if some of this innovation
would come about by drawing upon India’s own rich logical tradition.

Amitabha Gupta and Johan van Benthem
October 2, 2010
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Western Logic
WILFRID HODGES AND STEPHEN READ

The editors invited us to write a short paper that draws together the main
themes of logic in the Western tradition from the Classical Greeks to the
modern period. To make it short we had to make it personal. We set out the
themes that seemed to us either the deepest, or the most likely to be helpful
for an Indian reader.

Western logic falls into seven periods:

(1) Classical Greece (Parmenides, Plato, Aristotle, Chrysippus; 5th to
1st centuries BC)

(2) The Roman Empire (Galen, Alexander, Porphyry, John Philoponus,
Boethius; 1st to 7th centuries AD)

(3) The Arabs (Al-Farabi, Ibn Sina, Khiinaji, Qazwini; 8th century —
present)

(4) The Scholastics (Peter Abelard, Peter of Spain, William of Ockham,
John Buridan; 12th - 15th centuries)

(5) Renaissance to Enlightenment (Ramus, Port-Royal Logic, Leibniz;
15th to 18th centuries)

(6) Transitional (Boole, Peirce, Frege, Peano, Russell, Godel, Tarski,
Gentzen; 19th century — mid 20th century)

(7) The modern period (mid 20th century — present)

The division is rather neat; each period built on the one before it. The chief
exception to this is Arabic logic; its high point partly overlapped the be-
ginning of Scholastic logic, and after the 13th century its development was
independent of European logic. Of course all the dates are approximate,
and there were many important logicians besides those named above.

We finish this paper at the end of period (6), in the mid 20th century.
That period saw some major changes of paradigm in the study of logic.
By the time of the Second World War those changes had worked their way

13



14 WILFRID HODGES AND STEPHEN READ

through the system, and post-war logicians set their minds to exploiting the
new paradigms. The rest of this volume tells you how they did it.

Our thanks to Khaled El-Rouayheb, Robert Gleave, Graham Priest, Karen
Thomson, Johan van Benthem and an anonymous referee for various cor-
rections and suggestions. All remaining errors are our own.

1 Classical Greece

1.1 Aristotle’s predecessors

Early in the 5th century BC a Greek philosopher named Parmenides, who
lived in the Greek colony of Elea in South Italy, published a poem called
the Way of Truth. In the Introduction he promised his readers that they
would learn about the ‘well-rounded truth’ as well as the ‘utterly untrust-
worthy common opinions (doxai) of humans’. Like the Advaita Vedanta,
he believed that there is only one real entity. He claimed to prove this by
assuming the opposite (the “‘untrustworthy common opinion’ that there is
more than one thing) and deducing a contradiction.

His arguments were embarrassingly bad. But he established several of
the key traditions of Greek logic. First, he showed (or claimed to show) that
we can learn new and surprising things by using methods of pure thought.
The chief method that he used is known today as Proof by Contradic-
tion, or Reductio Ad Absurdum (Indian prasariga, traditionally ascribed to
Nagarjuna in around AD 200). But although Parmenides used this method,
he didn’t describe it. That was left to Aristotle around 150 years later, and
is one of the reasons why Aristotle is reckoned the inventor of logic.

Second, Parmenides invented the Greek tradition of devising paradoxes;
in fact ‘paradox’ means ‘contrary to common opinion’, as in Parmenides’
use of the word doxai above. But again it was later Greeks who first devised
paradoxes that really challenge our thinking. The first of these later Greeks
was Parmenides’ follower Zeno of Elea, who invented several well-known
mathematical paradoxes, including ‘Achilles and the Tortoise’. Around
350 BC, the Megarian logician Eubulides discovered some of the best log-
ical paradoxes, including the Liar. (Am I telling the truth or lying when I
say ‘I am now telling a lie’?)

Third, he would have been horrified to know it, but Parmenides was prob-
ably one of the origins of the Greek tradition of eristic, which is the art
of winning arguments regardless of whether you have a good case. (The
lawyers must have had something to do with it too.) In the early 4th cen-
tury the Athenian philosopher Plato wrote a number of fictional dialogues,
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mostly involving his philosophical hero Socrates. One of them, the Eu-
thydemus, is an entertaining account of a performance by two itinerant
experts in eristics. Their arguments rest mostly on obvious ambiguities in
words (just as in Parmenides’ poem, but their ambiguities are generally
funnier). Aristotle, who was a student of Plato’s, wrote a book Sophisti-
cal Refutations which analysed the methods of eristics. This book had a
huge influence in late 12th century Europe after the Latin translation be-
came available around 1140 (and was arguably the main stimulus to the
creation of terminism and the theory of properties of terms — see §4 be-
low). In later Western logic, eristics survived as a kind of undercurrent;
Schopenhauer wrote a textbook of it in 1831.

There is an obvious parallel between eristic argument and the jalpa de-
bates described in the Nyayasiitra a few centuries later, where the aim is
to win by fair means or foul. Aristotle in several places (for example So-
phistical Refutations 2) gave classifications of arguments according to their
purpose, and several of the kinds that he mentions are really kinds of de-
bate. For example he mentions ‘didactic’, ‘dialectical’, ‘examinational’,
‘contentious’ and ‘rhetorical’ arguments. It seems that the Nyayasiitra clas-
sification is completely independent of Aristotle’s; a comparison would be
interesting.

Plato made important contributions of his own to logic. He had learned
from Socrates that one essential ingredient of correct reasoning is to have
sound and well-defined concepts. In his dialogues he developed a tech-
nique of definition which is called Division. To define a class X which
interests us, we take a class A that includes X, and we divide it into two
clearly defined parts A1 and A2, so that one of the parts, say A1, contains
all of X. Then we split Al into two parts A11 and A12, so that one of the
parts contains all of X. We carry on subdividing until we have narrowed
down to a class that contains all of X and nothing else. Then we can define
X as the class of things that are in A and in A1 and .. .. The fullest account
of this method is in Plato’s dialogue Sophist.

1.2 Aristotle

But the main breakthrough in Classical Greek logic was certainly Aristo-
tle’s work Prior Analytics. Its contents were probably written in the third
quarter of the 4th century BC. Aristotle’s works are a strange mixture of
books, lectures and notes, and we are often unsure that he intended to write
treatises in their present form. Nevertheless the Prior Analytics contains
one of the world’s first tightly integrated formal systems, comparable in a
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way with Padini’s description of Sanskrit. In this work Aristotle described
rules of argument, and showed how all his rules could be derived from a
small starting set. The rules were called ‘syllogisms’.

Ignoring the modal syllogisms (which are still controversial — see §4.1
below), Aristotle described what were later enumerated as nineteen syllo-
gisms. In the Middle Ages they were given mock-Latin names for easy
memorising. (See §4.1 below.) The first and most famous syllogism was
the one that the medievals called Barbara. As Aristotle himself presents it,
it takes the form

If C belongs to all B, and B belongs to all A, then C belongs
to all A.

The letters mark places where one can put terms, i.e. (in general) nouns or
noun phrases; the same noun should be put for ‘A’ at both occurrences, and
likewise with ‘B’ and ‘C’. Probably he intended that different terms should
be put for different letters too. It’s virtually certain that Aristotle took the
idea of using letters from the Greek geometers.

For example Aristotle might write

(1) If every fisher is a hunter, and every angler is a fisher, then every angler
is a hunter.

This is our example and not his; the few explicit examples that he did
give are mostly tricky cases that needed special analysis. We took the idea
of this example from Plato’s definition of ‘angler’ in Sophist; many people
believe that Aristotle first devised his argument rules through developing
Plato’s definitions in this kind of way. However that may be, Aristotle’s
next move was to see that the validity of the argument in (1) doesn’t depend
on the terms that are put for the letters. We could use any terms, provided
that the resulting sentences make sense and we always use the same term
for the same letter. So he had discovered not just valid arguments but valid
argument forms; every argument of that form is guaranteed to be valid. He
could have written this form as

(2) Every BisaC. Every Aisa B. Soevery AisaC.

just as most later logicians did. Perhaps he used the roundabout phrasing
‘C belongs to all B’ because he realised that he had invented a completely
new discipline, and he wanted to mark this with some new technical termi-
nology.

What was most distinctive of Aristotle’s contribution to logic, however,
was that he gave general form to two methods: the method of showing
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syllogisms to be valid, and the method of showing invalid argument forms
to be invalid. The former method was to reduce all valid syllogisms to what
he called the ‘perfect’ or ‘first figure’ syllogisms, and ultimately to two of
these, Barbara (as above), and Celarent:

NoBisaC.EveryAisaB. SonoAisaC.

The other method, of showing arguments invalid, was to find replacements
for the constituent descriptive terms, or the symbolic letters, such that the
premises are true and the conclusion false. E.g., take the argument form:

Every Aisa B. Some Bisa C. Sosome AisaC.

If we replace ‘A’ by ‘horse’, ‘B’ by ‘animal’ and ‘C’ by donkey’, we can
see that the conclusion cannot follow from the premises, since it is false
and they are true.

Although Aristotle began his career as a follower of Plato, he later as-
serted his independence, and for some centuries his followers (the Peri-
patetics) and the Platonists formed competing schools. This rivalry gen-
erated a number of myths that still survive today; you can find some of
them on the internet. For example it was claimed that Pythagoras and Par-
menides both had systems of logic, and that Plato had inherited them. But
in fact there is not the slightest evidence that Pythagoras ever had anything
to do with logic, and certainly Parmenides had nothing like a system.

1.3 Stoic Logic

Attempts by Platonists to establish a platonist logic to rival Aristotle’s logic
never succeeded: Aristotle had cornered all the logically worthwhile ideas
in Plato’s work. But the later classical Greeks were fortunate in having a
second substantial theory of logic besides Aristotle’s, namely that of the
Stoics (who inherited logical insights from some earlier logicians, notably
the Megarians). The leading figure of the Stoic school was Chrysippus,
who lived in the second half of the 3rd century BC. Unfortunately no com-
plete logical works from this school survive — though we are told that
Chrysippus himself wrote over a hundred logical treatises, including seven
on the Liar Paradox. But we know enough to point to some important
innovations by this school.

First, they invented propositional logic. Second, their notion of modal-
ity was formally different from Aristotle’s. For Aristotle (at least on one
reading of his rather obscure explanations), humans are ‘necessarily ani-
mals’ but ‘possibly writers’; the modality goes with the description. For
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the Stoics, necessity and possibility are properties of whole assertions: ‘It
is night’ is possibly the case but not necessarily the case. In the later ter-
minology, Stoic modalities were de dicto, ‘about something said’. (And as
in some Indian traditions, Stoic logicians used modal notions as properties
of propositions rather than as parts of propositions.) Third, Stoics had the
notion of ‘incomplete’ meanings, which (to use modern terminology) have
an argument place that needs to be filled. For example ‘writes’ is incom-
plete because it needs a subject argument, as in ‘The moving finger writes’.
Fourth, they had at least the beginnings of a sophisticated philosophical
theory of meanings, intended to answer questions like ‘What entities are
most properly described as having a truth value?” The Stoics also had a
reputation for being formalistic, but at this distance in time and with the
scanty records that we have, it would be unsafe for us to ascribe to them
any particular formalistic doctrine.

The first three of these Stoic contributions eventually passed into the
general practice of logic. But by the time of Arabic logic the Stoics as a
distinct school of logic had faded from the record.

1.4 Acquisition of knowledge

Writers on Indian logic have often remarked that Indian logic, unlike most
modern Western logic, is about how an individual comes to know some-
thing that he or she didn’t know before. Inference is a process that hap-
pens in the mind of the reasoner. It is not always realised that, with only
marginal exceptions, exactly the same was true for all proofs in Western
logic before the beginning of the twentieth century. For example the syllo-
gisms that Aristotle counted as not ‘perfect’ were those where the conclu-
sion doesn’t obviously follow from the premises. His reductions of these
syllogisms to perfect syllogisms were not just abstract validity proofs; they
were chains of reasoning that a reasoner could use in order to be convinced
of the truth of the conclusion of a non-perfect syllogism.

One of the main purposes of logic in the West has been to validate ar-
guments by bringing them to some appropriate kind of ‘logical form’. But
this meant something different in traditional Western logic from what it
came to mean in the twentieth century. The traditional logicians reckoned
that a piece of informal reasoning could be reduced to steps, and each step
introduces its own piece of knowledge. The steps could be formalised sep-
arately; for example there was no requirement even to use the same terms
in one step as in the next. So a complicated argument would be reduced to a
mixture of logical steps — each simple in itself — and linguistic rearrange-
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ments or paraphrases. But in the late nineteenth century logicians started
to take a very different approach: the terms in an argument are symbolised,
and the same assignment of symbols applies to the whole argument from
start to finish, even if the argument consists of many pages of mathemat-
ics. As a result, a modern Western student of logic learns how to operate
formal proofs of much greater complexity than in the traditional format. In
this modern style the separate steps of a formalised argument are not each
intended to convey a separate piece of knowledge — at least, not in any
straightforward way. One reason for the current interest in the Scholastic
obligational disputations (see §4.3 below) is that unlike syllogisms, they
do generate arguments with some significant complexity, though these ar-
guments are not really proofs that give us new knowledge.

2 The Roman Empire

During the first century BC, Aristotle’s logical writings — which had pre-
viously been kept in the private hands of Peripatetics — were edited and
published as a group of books called the Organon. The editor (said to be
Andronicus of Rhodes) put first the book Categories, which is about the
meanings of single words. Book 2 was On Interpretation, which discussed
the ways in which words are arranged in sentences. Then he put book 3,
the Prior Analytics, which explained how to arrange sentences into valid
arguments. Book 4, the Posterior Analytics, was about how to use syllo-
gisms in order to increase our knowledge. Book 5, the Topics, was about
debate. Book 6 was the Sophistical Refutations; we mentioned it in §1.1
above. In one tradition, two more of Aristotle’s books were included in the
Organon, namely the Rhetoric and the Poetics; the first of these was about
persuasive public argument and the second was about the expressive force
of poetry and drama.

The Organon and other works of Aristotle contained an immense amount
of learning, but they were hard to read. Around AD 200 the Peripatetic
philosopher Alexander of Aphrodisias wrote commentaries on the main
works, including the Prior Analytics. His is the first commentary to sur-
vive of a tradition which lasted for a thousand years. The commentary
format was so successful that throughout the first millennium AD and for
some while after, the main research in logic appeared in the form of com-
mentaries on books of the Organon.

Students working in this tradition were shown how to break a text down
into separate inferences, and to check each inference by logic. Each infer-



20 WILFRID HODGES AND STEPHEN READ

ence needed to be tickled into the shape of a syllogism by suitable para-
phrasing. The result was that any substantial piece of logical analysis used
partly logic and partly paraphrase. The paraphrase was done by intuition
based on studying many cases, and not by rule. Leibniz later described
such steps of paraphrase as ‘valid non-syllogistic inferences’.

We can illustrate this with an important example from the Roman period.
Aristotle had been interested in the nature of mathematical knowledge, and
his views about this may well have influenced later Greek mathematical
writing, for example Euclid’s Elements. But it seems unlikely that the rea-
soning procedures of Greek mathematics had any influence on Aristotle’s
syllogisms — the mismatch is too great. For example most statements in
geometry use relations: ‘lines L and M are parallel’, ‘point p lies on line L’
and so on. Syllogisms had no machinery that handles relations naturally.
Nor had the propositional logic of the Stoics. The logicians of the 2nd
century AD made the first attempts to reconcile logical methods and math-
ematical ones. It was apparently Alexander of Aphrodisias who took the
crucial step of representing relations by allowing the ‘Every’ and ‘Some’
in syllogisms to range over pairs or triples as well as individuals.

In fact, in the 1880s C. S. Peirce took up this idea of using pairs, triples
etc. (which he credited to his own student Oscar Mitchell who had intro-
duced ‘propositions of two dimensions’). On the basis of it Peirce invented
what we now recognise as the earliest form of first-order predicate logic.
But there is an important difference between Alexander’s idea and Peirce’s.
Alexander never introduced any method for passing from statements about
individuals to statements about pairs, or from statements about pairs to
statements about triples, etc. For him and the traditional logicians who fol-
lowed his lead, no such method was needed, because one could take care of
the switch by using paraphrase between the logical steps of an argument.
But Peirce’s predicate logic allows us to use facts about pairs to deduce
facts about individuals, and so on, all within the same formalism. Today
no logician would dream of stepping outside a formal proof in mid stream
in order to cover a step by paraphrasing.

The Roman Empire commentators tidied up several other aspects of
Aristotle’s logic. One important contribution from this period was the
Square of Opposition, a diagram which records the logical relations be-
tween the four propositions in the corners of the square:
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contraries
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subcontraries

A proposition entails its subalternates; contraries cannot both be true, but
can be false together; subcontraries cannot be false together, but could be
true together; contradictories cannot both be true and cannot both be false.

Most of the Roman Empire commentators on Aristotle after Alexander
of Aphrodisias were in fact Platonists or Christians, not Peripatetics. How
could they justify teaching the views of the founder of a rival philosophy?
They found a tactful solution to this problem. Logic was so obviously
valuable that all students should learn it. But the commentators found that
they could detach the logic from Aristotle’s philosophy and metaphysics.
A philosophy-free logic was taught as a first step, and when the students
had it under their belt, they would move onto the higher truths of Platonism
(or later, Christianity or Islam). But the commentators didn’t want to teach
logic by pure rote, so they found a kind of justification for it in semantics
— the study of the meanings of words and sentences. Thus the students
would learn semantics from the first two books of the Organon and then
move on to syllogisms in the third book.

An example may help comparison with Indian traditions. The point
comes up in various Indian treatises that when we make a deduction from a
general rule, e.g. “Whenever there is smoke there is fire’, we need to point
to an instance that confirms the rule (a sadharmya-drstanta). The Roman
Empire commentator tradition wouldn’t have put it like that. If the reason
for giving the instance is that a general rule doesn’t count as true unless it
has an instance, then that should have been said in the explanation of the
meaning of general rules. It should be made a point of semantics, not a
step in arguments. And in fact some of the commentators of this period
did count an affirmative universal statement ‘Every A is a B’ as false unless
there is at least one A. (But they allowed the negative statement ‘No A is a
B’ to be true when there are no As.)
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This meaning-based logic must have been the brainchild of many differ-
ent scholars, but the Palestinian Platonist philosopher Porphyry of Tyre in
the late 3rd century is believed to have played a key role. Porphyry also
wrote an elementary introduction to logic; he called it the Introduction
(Eisagogé in Greek), and for several hundred years it was read by every
student of logic. In it he mentions some philosophical problems about gen-
era and species (like ‘animal’ and ‘human’); these problems later became
known as parts of the ‘problem of universals’. For example do genera and
species really exist as entities in the world? Porphyry adds that he is delib-
erately not discussing these problems. The Scholastics couldn’t resist the
challenge of tackling the problem of universals, and the result was that in
the West the ideal of a philosophy-free logic went down the drain. It was
recovered in a more scientific form through the work of Carnap, Tarski and
other logicians in the period between the two world wars of the twentieth
century. (See §6 on Tarski.)

3 The Arabs

Logic has had a good reputation through most of Islamic history. There
are many statements in the Qur’an along the lines ‘Thus do We explain
the signs in detail for those who reflect’ (10.24), and these are commonly
understood as calls to Muslims to develop their rational thinking. In the
early days of the Islamic empire there were a number of well-to-do Arabic
speakers, spread across the world from Spain to Afghanistan, who regarded
skills of debate as a mark of culture. So they bought logic texts and took
lessons in logic. Tamerlane had two distinguished Arabic logicians at his
court in Samargand. Ibn Sina (known in Europe as Avicenna) reported
that in the late 990s the library of the Sultan of Bukhara (in present-day
Uzbekhistan) had a room full of logical texts. Probably it contained trans-
lations of most of the Roman Empire commentaries. Most of this material
is lost today, or at least uncatalogued. We know there are important Arabic
logical manuscripts that have never been edited; for example some are in
Turkey and some are in the Indian National Library.

Logic did sometimes have to fight its corner. There were demarcation
disputes between logicians and linguists about which aspects of language
should be studied in which discipline. A more serious problem developed
later: some of the main experts in logic had unorthodox religious views. In
around 1300 Ibn Taymiyya — whose religious and political writings have
inspired Osama bin Laden — argued strongly against Aristotle’s logic. But
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about 200 years earlier Al-Ghazali had mounted a largely successful cam-
paign to convince Muslims that Aristotle’s logic was theologically innocent
and a great help for reaching the truth. It’s largely thanks to Al-Ghazalt that
logic has been a major part of the madrasa syllabus ever since.

The first Arabic logician of distinction was Al-Farabi in the early 10th
century. Today philosophers cite him for his views on the relation of logic
to determinacy, among other things. A century later came Ibn Sina, a log-
ical giant comparable in various ways to Leibniz. It almost passes belief
that the medieval scholars who translated classical Arabic philosophy into
Latin thought his logic was not worth translating, so that it was unknown
in Europe. (But they did translate the more conservative modal logic of Ibn
Rushd — Averroes — which influenced the English logicians Kilwardby
and Ockham.) One of Ibn Sina’s books (Easterners, which unfortunately
is available only in an unreliable Arabic version) has a long section on how
he thought logic should be done; in comparison with Aristotle’s logic, this
section had much less about rules of proof, much more about how to in-
terpret statements and texts, and a long section on definition. Here and
elsewhere Ibn Sina emphasised that what we mean is nearly always a good
deal more complex than what we say — we mentally add ‘conditions’ to
the public meanings of our public words.

Here is a typical example of Ibn Sina’s semantic analysis. What does
a statement ‘Every A is (or does) B’ mean? If we look at examples we
can see that there are various patterns. When we say that every horse is
a non-sedentary animal, we don’t mean just now or sometimes, we mean
always. But again we don’t imply that every horse is eternal; every horse is
a non-sedentary animal for as long as it lives. But when we say God is mer-
ciful, we mean it for all time. Next take the statement that everyone who
travels from Ray in Iran to Baghdad in Iraq passes through Kermanshah
near the border. A person who says this certainly doesn’t mean that every
such person passes through Kermanshah for as long as he lives; she means
sometime during the journey. On the other hand a biologist who says ‘Ev-
erything that breathes in breathes out’ doesn’t mean that it breathes out at
some time while it was breathing in! And so on. Ibn Sina did some pre-
liminary cataloguing of these and other cases. But his general position on
these examples seems to have been that we should be alert to the possibili-
ties, and we should aim to reason with them in ways that we find intuitively
natural. He believed that a training in Aristotle’s syllogisms would help us
to do that.

Note the form of the statement about the traveller from Ray to Baghdad.
It can be written as follows:
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Every traveller who makes a journey from Ray to Baghdad
reaches Kermanshah during the journey.

Sentences with a similar form appeared in Scholastic logic in the early 14th
century. One due to Walter Burley reads:

Every person who owns a donkey looks at it.

Thanks to Burley’s example, sentences of this kind have become known
as ‘donkey sentences’. The mark of a donkey sentence is that it contains
two parts, and the second part refers back to something introduced by an
implied existential quantifier inside the first part. For first-order logic these
sentences are nonsensical: the reference in the second part is outside the
scope of the quantifier. In the English-speaking world the question what
we can infer from a donkey sentence has been seminal for research into
natural language semantics. About the same time as this research began,
Islamic jurists independently realised that they had a donkey sentence in a
verse of the Qur’an (49.6):

If a person of bad character brings you a report, you should
scrutinize it carefully.

(Note the quantifier ‘a report’ in the first part, and the back reference ‘it’
in the second — strictly the ‘it’ is missing in the Arabic, but it is clearly
understood.) A number of jurists have published analyses of this verse and
its implications. They make no direct reference to logic, but it’s plausible
to see in their analyses an indirect influence of Ibn Sina, through the logic
of the madrasas. The most famous of these jurists is well known for other
reasons: Ayatollah Khomeini.

A second feature of the traveller example is that there are quantifiers both
over the traveller and over time. This makes it a ‘proposition of two di-
mensions’ in Oscar Mitchell’s sense (see §2 above). Sadly Ibn Sina had no
Peirce to transmute his ideas into a radically new logic. In fact later Arabic
logicians recognised the originality of Ibn Sina’s examples, but often their
tendency was to introduce new moods of ‘syllogism’ for each new kind of
example. Later Arabic logicians studied further examples and duly added
further ‘syllogisms’. This style of logical research made strides in the Ot-
toman empire during the 18th century and led to a relatively sophisticated
logic of relations, at a time when European logic was largely moribund.

It seems to have been the Arabic logicians who began the study of rea-
soning in conditions of uncertainty. Both Al-Farabi and Ibn Sina repri-
manded the doctor and logician Galen (2nd century AD) for missing the
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fact that most medical statements are probabilistic. Much later, in Paris
in 1660, the Port-Royal Logic of Arnauld and Nicole discussed how to
think rationally about the danger of being struck by lightning. In the 19th
century Augustus De Morgan and George Boole tried to incorporate quan-
titative probability reasoning into logic. But the trend was against them,
and in the 20th century probability theory came to be recognised as a sep-
arate discipline from logic. (See also the paper ‘Logic and probability’ by
K. Easwaran in this collection.)

One would expect some mutual influence between Arabic and Indian
logic because of the geographical closeness. But no direct influences have
been discovered. For example one of the leading Arabic scientists, Al-
Biroini, being compelled to visit North India in the early 11th century as
part of the entourage of a warlord, used the opportunity to collect informa-
tion on Indian science and culture. He wrote a long report with a mass of
information about Indian achievements, including philosophy and astron-
omy. But his book makes no mention of Indian logic. He does refer to one
logical text, the Nyayabhasa, but he describes it as a book on Vedic inter-
pretation. If he came across Indian logic at all, he simply didn’t recognise
it as logic.

4 The Scholastics

Although there are important discussions of logical issues in such eleventh
and early twelfth century thinkers as Anselm of Canterbury, Peter Abelard
and Adam Balsham, the distinctive contribution of medieval logic as a body
of doctrine began in the late twelfth century in the study of consequence
and fallacies. This began with the rediscovery in the Latin West of Aristo-
tle’s doctrine of fallacy in his Sophistical Refutations (known in Latin as De
Sophisticis Elenchis) and of the syllogism in his Prior Analytics. However,
although Boethius (480-525) had translated all of Aristotle’s Organon ex-
cept the Posterior Analytics (as part of a grand project, never completed, of
translating all of Aristotle’s works into Latin with commentaries on them),
only Boethius’ translations of the Categories and On Interpretation (De
Interpretatione in Latin, Peri Hermeneias in Greek) were known and in
circulation at the start of the twelfth century — these two were termed,
along with Porphyry’s Introduction, the logica vetus. During the rest of the
century, Boethius’ translations of the other works emerged (from where is
unknown) and in addition translations of both Analytics, the Topics and the
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Sophistical Refutations were made by James of Venice (who had studied in
Constantinople) around mid-century. These became known as the logica
nova. The theory of the syllogism became the basis of the medieval theory
of consequence. What is important to realise is that the assertoric syllogism
only takes up a relatively small part of the Prior Analytics. Aristotle there
also developed a theory of the modal syllogism. But whereas his theory of
the assertoric syllogism was clear and convincing, his theory of the modal
syllogism was highly problematic.

4.1 Consequence

In fact, the syllogism is not the whole of Aristotle’s logic. For as we noted,
Aristotle’s method of validating syllogisms was to reduce all syllogisms
to the perfect syllogisms of the first figure — and ultimately to Barbara
and Celarent. The method of reduction depended on a number of one-
premise inferences elaborated in On Interpretation, in particular, simple
conversion, conversion per accidens, subalternation, and reductio per im-
possibile. The assertoric syllogism is concerned with so-called categorical
propositions (a better translation is “predicative proposition”, or “subject-
predicate proposition”, since the Latin categorica is simply a transliteration
of the Greek katégoriké, ‘predicative’), in particular, the four forms ‘Every
S is P’ (so-called A-propositions), ‘No S is P’ (E-propositions), ‘Some
S is P’ (I-propositions) and ‘Some S is P’ (or better, ‘Not every S is P’,
O-propositions).

One of the main sources of our knowledge of late twelfth and early thir-
teenth century logic is Peter of Spain. For many centuries, he was thought
to be the same Peter of Spain as Pope John XXI, who was killed in 1276
when the roof of his new library fell on him. Recently, however, it has been
established that this was a misidentification, and that the logician Peter was
a Dominican from Estella (Lizarra) in the Basque country. His Tractatus
(‘Treatises’) record the state of the art, and contain the famous mnemonic
by which students learned the theory of the assertoric syllogism:

Barbara Celarent Darii Ferio Baralipton

Celantes Dabitis Fapesmo Frisesomorum;
Cesare Camestres Festino Baroco; Darapti
Felapton Disamis Datisi Bocardo Ferison.

There are here three figures. Aristotle conceived of syllogisms as pairs
of premises, asking from which such pairs a conclusion could be drawn.
Those pairs of categorical propositions containing between them three terms
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could share their middle terms as subject of one and predicate of the other
(figure I), as predicate of both (figure II — Cesare - Baroco) and as subject
of both (figure IIl — Darapti - Ferison). In the first figure, the predicate of
the conclusion could be the predicate in its premise (concluding directly —
Barbara - Ferio) or the subject (concluding indirectly — Baralipton - Fris-
esomorum). Only when the syllogism was thought of as an arrangement
of three propositions, two premises and a conclusion, did it seem better to
call the indirect first figure a fourth figure, as some Stoics (e.g., Galen) and
some medievals (e.g., Buridan) did.

The mnemonic lists 19 valid syllogisms. Five more result from weaken-
ing a universal conclusion by subalternation. The first three vowels give
the type of the constituent propositions; certain consonants record the re-
duction steps needed to reduce the mood to a perfect syllogism, that is, one
in the direct first figure. E.g., Baralipton (aai in the indirect first figure) is
reduced to Barbara by converting the conclusion of Barbara per accidens
(from ‘Every S is P’ to ‘Some P is S’), as indicated by the ‘p’ following
the ‘i’. The initial consonant indicates the perfect syllogism to which it
reduces.

The modal syllogism results from adding one of three modalities to one
or more of the premises and the conclusion. The modalities Aristotle con-
siders are ‘necessary’, ‘possible’ and ‘contingent’ (or ‘two-way possible’).
In its full articulation, the theory was very complex. But there was some-
thing puzzling right at its heart, sometimes known as the problem of the
two Barbaras. In ch. 3 of the Prior Analytics, Aristotle says that E- and
I-propositions of necessity convert simply, that is, ‘No A is necessarily B’
converts to ‘No B is necessarily A’ and ‘Some A is necessarily B’ converts
to ‘Some B is necessarily A’, and necessary A-propositioins convert per
accidens, that is, ‘Every A is necessarily B’ converts to ‘Some B is neces-
sarily A’. But in ch. 9 of that work, he says that adding ‘necessarily’ only
to the premise of Barbara containing the predicate of the conclusion validly
yields a necessary conclusion (i.e., ‘Every B is necessarily C, every A is B,
so every A is necessarily C’ is valid), but not if ‘necessarily’ is only added
to the other premise (i.e., ‘Every Bis C, every A is necessarily B, so every A
is necessarily C’ is invalid). The challenge is to find a common interpreta-
tion of ‘Every S is necessarily P’ which verifies these two claims. A very
natural interpretation of the remark in ch. 3 is that he takes necessity de
dicto, or as the medievals would say, in the composite (or “compounded”)
sense, or as modern logicians would say, with wide scope, so that it predi-
cates necessity of the dictum, the contained assertoric proposition. But on
this reading, the modal Barbara of ch. 9 would not be valid. For necessar-
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ily every bachelor is unmarried (taken de dicto), but supposing everyone
in the room is a bachelor, it does not follow that necessarily everyone in
the room is a bachelor. One way to make the syllogism valid is to take the
necessity de re, or as the medievals would say, in the divided sense, or in
modern terms, with narrow scope: every B is of necessity C. For then the
syllogism reduces to a non-modal case of Barbara with a modal predicate,
‘of necessity C’, and so is valid. But the conversions of ch. 3 fail when
taken de re.

Forcing a choice between de re and de dicto interpretations of the modal
premise may be anachronistic and out of sympathy with Aristotle’s meta-
physical projects. Nonetheless, this and other problems with the modal
syllogism led to much discussion of modal propositions and a variety of
logics of modality in the scholastic period and among the Arabs. We will
return to a further problem of interpretation of modal propositions shortly.

The main development of medieval logic (the logica modernorum, the
logic of the “moderns”, as it came to be known), however, was to develop
a general theory of consequence. In the twelfth century, one focus of con-
cern was a claim of Aristotle’s, endorsed by Boethius, that no proposition
entailed its contradictory, since they could not both be true, nor did any
single proposition entail contradictories, so if it entailed one of a contradic-
tory pair, it couldn’t entail the other. But there is, at least with hindsight, an
obvious counterexample, namely, an explicitly contradictory proposition,
which entails (by the rule known as Simplification, from a conjunction to
each of its conjuncts) each of its contradictory conjuncts. Moreover, a con-
tradiction entails not just its conjuncts, but any proposition whatever. For
we can disjoin one of the contradictory conjuncts with any other proposi-
tion, and since the other conjunct contradicts the first disjunct, that other
arbitrary proposition immediately follows. Such surprising results showed
that what was needed was a general theory, and it developed along two
fronts. The primary line of development was a theory of inference, fram-
ing inference rules in terms of the structure of the propositions in question.
At the same time, the theory of fallacies developed, building on Aristo-
tle’s theory of fallacy in his Sophistical Refutations and on his method of
counterexamples from the Prior Analytics. In time this led to a second and
supplementary account of consequence in terms of truth-preservation.

4.2 Properties of Terms

Aristotle had had relatively little to say about propositional consequence in
On Interpretation apart from the rules that the later commentators incor-
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porated in the Square of Opposition (§2 above). But what, for example,
explains subalternation, from ‘Every S is P’ to ‘Some S is P’? To explain
such inferences, the medievals developed their distinctive theory of prop-
erties of terms. As the twelfth century proceeded, many properties were
mooted: signification, supposition, appellation, copulation, ampliation, re-
striction and relation were some of them. Part of the spur to this was meta-
physical: if, as Aristotle had said, everything is individual, and the only
universals were names, one needed a theory of signification, or meaning,
to explain the functioning of names. Supposition then explained how terms
functioned in propositions, and in particular picked out that class of things
the term stood for, and how it did so. Thus the theory of supposition has
two aspects, the first concerning what the term stands for, the other the
mode of supposition. Sometimes, for example, a term supposits for itself,
or some other term (one which it doesn’t signify), as in ‘Man is a noun’,
or ‘The spoken sounds “pair” and “pear” sound the same’ — we nowadays
mark such uses with inverted commas. The medievals said the term had
material supposition. Other cases where a term does not supposit for the
things it signifies are when it stands for the universal (if there is one) or the
concept, e.g., in ‘Man is a species’. This was said to be a case of simple
supposition. Some authors, especially realists, thought supposition should
be restricted to subjects, and predicates had copulation (i.e., coupled to the
subject). Others thought predicates had simple supposition, for the uni-
versal. The hard-line nominalists, however, like William of Ockham and
John Buridan, in the fourteenth century, thought both subject and predicate
stood for individuals. For example, in ‘A man is running’, ‘man’ and ‘run-
ning’ stand for men and runners, respectively, and have so-called personal
supposition. The proposition is true if subject and predicate supposit for
something in common — if the class of men overlaps the class of runners.
Thus subject and predicate in personal supposition stand for everything of
which the term is presently true. ‘Man’ supposits for all (present) men and
‘running’ for all those presently running.

What, however, of, e.g., ‘Some young man was running’? Suppose
Socrates is now old, but in his youth he ran from time to time. “Young’
restricts ‘man’ to supposit only for young men; but ‘was running’ ampli-
ates the subject ‘young man’ to supposit for what is now, or was at some
time, a young man. So the proposition is true of Socrates, since he was at
some time a young man and ran. Indeed, it is true if he never ran in his
youth but ran yesterday, say. So ampliation and restriction analyse ‘Some
young man was running’ to say ‘Something which is or was at some time a
young man was at some time (not necessarily the same time) running’. Not
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only tense, but also predicates such as ‘dead’ ampliate the subject. ‘Some
man is dead’ is true because something which was a man is now dead.

Modal verbs also ampliate their subjects. But there was disagreement
how they did so, and what the truth-conditions of modal propositions were.
For example, ‘Cars can run on hydrogen’ is true even if no existing cars can
run on hydrogen provided something which could be a car could run on hy-
drogen. So the modal verb ampliates the subject to supposit for possible
cars. What of ‘A chimera is conceivable’ (‘chimera’ is ambiguous, but in
one sense means an impossible combination of the head of a lion, the body
of a goat and the tail of a serpent)? — Buridan claimed the modal ‘-ble’
here ampliates only for possibles (so the proposition is false); others, e.g.,
Marsilius of Inghen in the next generation, thought such verbs ampliate
for the imaginable, even the impossible (so the proposition is true). More
problematic is the supposition of the subject in a proposition of the form
‘Every S is necessarily P’. Buridan claimed that ‘necessarily’ again ampli-
ates the subject to what is possible, so that ‘Some S might not be P’ is its
contradictory. William of Ockham disagreed. He eschews the language of
ampliation, and thinks that ‘Some S might not be P’ is ambiguous between
‘Something which is S might not be P’ and ‘Something which might be §
might not be P’, but ‘Every S is necessarily P’ is not ambiguous, and can
only mean ‘Everything which is § is necessarily P’. Thus one reading of
‘Some S might not be P’ contradicts ‘Every S is necessarily P’, the other
does not. Ockham is arguably truer to the everyday understanding of modal
propositions than Buridan, who has a tendency to regiment language to his
theory, and in the face of opposition responds that language is a matter of
convention and he intends to use words the way he wants.

However, none of this explains subalternation. That comes from the the-
ory of modes of common personal supposition, that is, of the supposition
of general terms for the things they signify. There are two divisions, into
determinate and confused supposition, and of confused supposition into
confused and distributive and merely confused. Broadly, the divisions were
characterised syntactically in the thirteenth century and semantically in the
fourteenth, though accompanied by syntactic rules. Determinate supposi-
tion is that of a general term suppositing “for many as for one”, as do both
terms in ‘Some S is P’; confused and distributive that of a term suppositing
“for many as for any”, as do both terms in ‘No S is P’; merely confused
that of a term like ‘P’ in ‘Every S is P’ orin ‘Only Ps are Ss’. In confused
and distributive supposition, one can descend (as they termed it) to every
singular, indeed, to a conjunction of singulars, replacing the term in ques-
tion by singular terms: ‘Every S is P’ entails ‘This S is P and that S is P
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and so on for all §s°, so ‘S’ in the original has confused and distributive
supposition. This kind of descent is invalid for ‘P’ in ‘Every S is P’. One
can ascend from any singular (so ‘Every § is this P’ entails ‘Every S is
P’) but one can only descend through what was called a “disjunct term”:
‘Every § is P’ entails ‘Every S is this P or that P and so on’. In determi-
nate supposition, one can descend to a disjunction of singulars, and ascend
from any singular. Thus is subalternation explained: ‘Every S is P’ entails
“This S is P and that S is P and so on’, which in turn entails ‘Some S is
P’. From confused and distributive supposition to determinate supposition
is valid, but not conversely.

Buridan used the doctrine of supposition, and in particular, the notion of
distribution in confused and distributive supposition, to provide an alterna-
tive to Aristotle’s explanation of the validity of syllogisms.

It should be noted that by these three conclusions, that is, the
sixth, seventh and eighth, and by the second, the number of
all the modes useful for syllogizing in any of the three figures
both direct and indirect is made manifest.

The second conclusion showed that nothing follows from two negative
premises, the sixth and seventh that the middle term must be distributed,
and the eighth that any term distributed in the conclusion must be dis-
tributed in its premise.

4.3 Obligations

Logic lay at the heart of the medieval curriculum, and a further distinc-
tive medieval doctrine was the mainstay of the education in logic, that of
obligational disputations. This was a disputation between an Opponent
and a Respondent, where the Opponent poses various propositions, as he
chooses, and the Respondent is obliged to grant them, deny them or ex-
press doubt about them according to closely circumscribed rules — hence
the description “(logical) obligations”. There were several types of obli-
gation: let us concentrate on just one, positio. In positio, the Opponent
starts by describing a hypothetical situation and posing (or “positing”) a
certain proposition, the positum. The Respondent must accept it, unless
it is explicitly contradictory; in “possible positio”, provided it could be
true. E.g., suppose as hypothesis that Socrates is not running, and take as
positum, ‘Every man is running’. The Respondent accepts this, and the dis-
putation now starts. The Opponent proposes a succession of propositions;
each proposition is “relevant” if it follows from (sequens) or is inconsistent
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with (repugnans) the positum or any proposition previously granted, or the
contradictory of one previously denied; otherwise it is “irrelevant”. If it is
relevant, the Respondent must grant it if it is sequens and deny it if it is
repugnans; if irrelevant, he must grant it if it is known by the participants
to be true, deny it if known to be false, and express doubt if its truth or
falsity is unknown — a classic example is ‘The king is sitting’, which is
standardly doubted if irrelevant. Here is a typical sequence of challenge
and response:

Opponent Respondent
Suppose Socrates is not running
Positum: Every man is running  Accepted (possible)
Socrates is running Denied (irrelevant and false)
Socrates is a man Denied (relevant and repugnans)

If the Respondent makes a mistake (that is, grants contradictories, or grants
and denies the same proposition) or after a certain agreed time, the dispu-
tation ends and an analysis of the disputation ensues.

Not every obligation is as simple as this. Walter Burley, who wrote a
treatise on Obligations in 1302 which is usually credited as representing the
standard doctrine, noted that there were certain tricks an Opponent could
use to force the Respondent to grant any other falsehood compatible with
the positum. For example:

Opponent Respondent
Positum: Every man is running  Accepted (possible)
Socrates is not running or you Granted (irrelevant and true,

are a bishop since by hypothesis Socrates is
not running)

Socrates is a man Granted (irrelevant and true)

Socrates is running Granted (relevant and sequens)

You are a bishop Granted (relevant and sequens)

Once one has understood how the Respondent was forced to concede the
falsehood ‘You are a bishop’ (assuming it is false), one can see that the
Respondent can be forced to concede any falsehood whatever.

Like noughts-and-crosses (aka tic-tac-toe), the rules mean that there is
always a winning strategy for the Respondent — keeping a clear head, the
responses can be kept consistent. But mistakes are easy, because of the
way relevant and irrelevant proposition must be so differently dealt with.
If a positum really is inconsistent, it should not have been accepted to start



Western Logic 33

with. Or the disputation may exploit a paradox. Consider this example:

Opponent Respondent
Positum: A man is an ass or Accepted (the second disjunct
nothing posited is true could be true)
A man is an ass Denied (irrelevant and false)
Nothing posited is true Granted (relevant and sequens)
The positum is true Granted (relevant and sequens?)
Something posited is true Granted (relevant and sequens)

Time’s up.

Contradictories have been granted. So has the Respondent made a mistake?
Burley points out that the positum is an insoluble. Insolubles were, in
Ockham’s famous phrase, so called not because they could not be solved
but because they were “difficult to solve”. They constitute various kinds
of logical paradox, including the Liar paradox itself: ‘What I am saying is
false’. It seems that this cannot be true, since if it were, it would, as it says,
be false; and it cannot be false, for if it were, things would be as it says, so
it would be true.

4.4 Insolubles

A variety of solutions to the Liar paradox were explored during the me-
dieval period. Nine solutions were listed in Thomas Bradwardine’s treatise
on Insolubles in the early 1320s; fifteen are listed in Paul of Venice’s Log-
ica Magna (‘The Great Logic’) composed during the 1390s. The majority
fall into three classes: the cassationists (cassantes), who claim that nothing
has been said; the restrictionists (restringentes), who claim that no term
can refer to a proposition of which it is part; and those, like Bradwardine,
who diagnose a fallacy secundum quid et simpliciter (of relative and ab-
solute), following Aristotle’s comments in Sophistical Refutations ch. 25.
The cassationist solution is known almost entirely by report by logicians
who reject the suggestion, only one surviving text, from the early thirteenth
century, advocating it. The idea is that any attempt to construct a proposi-
tion containing a term referring to this very proposition, fails on grounds
of circularity to express any sense. More popular, at least before Bradwar-
dine’s devastating criticisms, was the restrictionist solution, sometimes in
a naive version, similar to the cassationist story but inferring not that noth-
ing had been said, but that the term trying to refer to the proposition of
which it is part, in fact must refer to some other proposition of which it is
not part — its scope for referring is thus restricted. A more sophisticated
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version, put forward by Burley and Ockham, among others, proposed that
the restriction only applied to insolubles, and prevented a term suppositing
for propositions of which it is part, or their contradictories. For exam-
ple, Burley’s diagnosis of the error in the Respondent’s responses in the
obligation above was that the proposition ‘The positum is true’ should not
be granted, for ‘the positum’ cannot refer to this positum, for part of the
positum contradicts the proposition of which ‘the positum’ is part. ‘The
positum’ must refer to some other positum, so the proposition is irrelevant
and should be responded to according to what holds of that positum. In any
case, contradiction is avoided.

Bradwardine attacked the restrictionist view mercilessly, pointing out
how implausible it was. His own view was taken up directly by very few
(Ralph Strode, writing a generation later in the 1360s, was one of his cham-
pions), but he seems to have indirectly influenced most of the later propos-
als. The central idea to all these subsequent solutions is that an insoluble
says more than appears on the surface. For whatever reason (and the rea-
sons were multifarious), an insoluble like ‘What I am saying is false’ says
not only that it is false but also that it is true — all insolubles, or perhaps
all propositions, say implicitly of themselves that they are true. Hence no
insoluble can be true, since it is self-contradictory. All insolubles are false.

5 Renaissance to Enlightenment

5.1 The Renaissance

During the fifteenth century a major change came over European logic.
Some people have tied this change closely to the French logician Petrus
Ramus (Pierre de la Ramée, 1515-72), who for his Master’s degree in 1536
defended the thesis that ‘Everything said by Aristotle is a pack of lies’;
logic texts that are seen as influenced by Ramus are often referred to as
Ramist Logic. But there may be a misunderstanding here. As a masters’
student Ramus may well have been given his thesis title by his teachers —
so he was being required to defend an obvious falsehood rather in the spirit
of the obligational disputations that we described in §4 above. In fact his
logic was not at all anti-aristotelian, but it does illustrate a general trend to
relate logic to humanism.

This trend can be traced back earlier than Ramus. In fact some of its main
features are already visible in the colourful Majorcan eccentric Ramon
Llull (c. 1300), who proposed to use logic as a tool for converting North
African Muslims to Christianity. Llull seems to have had little influence in
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his lifetime, but many later logicians have seen his ideas as prophetic. Four
features of his work are worth recording.

First, Llull addressed his logic to the general public, not just to university
students and colleagues. (He was deported from Tunis three times for at-
tempting public debates with Muslims there.) During the seventeenth and
eighteenth centuries, most publications in logic were for general readers,
particularly those with an interest in raising their level of culture. In Britain
the authors were often literary figures rather than university teachers; we
have logic texts from the poets John Milton (17th century), Isaac Watts
(18th century) and Samuel Coleridge (early 19th century). Inevitably these
works avoided all the subtler points of Scholastic logic and said more about
general improvement of the mind.

Second, Llull wanted to use logic as an instrument of persuasion. In the
early 15th century Lorenzo Valla argued that the central notions of logic
should be not deduction but evidence and testimony; the best logician is
one who can present a sound case persuasively. This whole period saw
debates about how to speak both to the ‘heart’ and to the ‘mind’ (as Blaise
Pascal put it in the 17th century). For example one way of catching the
interest of the listener or reader is visual display. Llull himself had some
strange display consisting of rotating disks with Latin words written on
them — we will say more on these below. Several writers devised ways
of making logic itself more appealing by presenting it as a ‘game’; for
example in the 16th century Agostino Nifo wrote a ‘Dialectica Ludicra’,
which one might translate as ‘Logic by games’. This trend towards associ-
ating logic with games has become a permanent feature of Western logic.
Lewis Carroll joined it in 1887 with his book The Game of Logic. Today
Katalin Havas in Hungary uses games to teach logic to schoolchildren, and
Johan van Benthem in the Netherlands does something similar at a more
advanced level, using some elementary mathematical game theory to ad-
vertise epistemic logic. It’s worth noting here that in the late 20th century
game theory was used partly to restore links between logic and probabil-
ity, which (as we remarked in §3) were broken when probability theory
became an independent discipline.

Third, this period saw logic drawing closer to mathematics, in the sense
that logical deductions came to be seen more as calculations. Exactly what
Llull contributed here is unclear, but many later logicians were inspired
by his use of a mechanical device for making logical points. Some people
even honour him as a forerunner of computer science. Leibniz named Llull
as someone who had anticipated Leibniz’s own project (on which more
below) for building a logical calculus based on mathematics. We should
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also mention the mathematicians Leonhard Euler (18th century) and John
Venn (19th century) who gave us respectively Euler Diagrams and Venn
Diagrams as ways of using visual display to help logical calculations.

The fourth prophetic feature of Llull’s approach to logic was his use of
classifications. His rotating disks were meant to illustrate different combi-
nations of properties from a given set. Leibniz saw this as an anticipation
of his own view of logic as a ‘combinatorial art’. But it was also an an-
ticipation of the enormous interest that some logicians of this period took
in classification and cataloguing. Ramus was famous for his binary classi-
fications; in Christopher Marlowe’s play The Massacre at Paris (c. 1592)
Ramus is murdered for being ‘a flat dichotomist’. It was during this period
that notions from Aristotle’s theory of definition, such as ‘genus’, ‘species’
and ‘differentia’, were adapted to provide a structure for biological taxon-
omy. Some of the least appealing logic texts of the period are long cata-
logues of logical definitions, for example the 236-page ‘Compendium’ of
Christian Wolft’s Logica published in the mid 18th century by Frobesius.

5.2 Leibniz

The most powerful logician of this period was Gottfried Leibniz (1646—
1716). He was also a mathematician, in fact one of the founders of the
differential and integral calculus. Some of his most lasting contributions to
logic are about combining logic and mathematics. He wrote several papers
developing a logical calculus of ‘coincidence’, i.e. identity. He devised a
way of translating definitions into numbers, so that logical properties of
the definitions could be checked by arithmetical calculation. Above all he
is remembered for his project of designing a ‘universal characteristic’, by
which he seems to have meant an ideal language in which all human rea-
soning can be expressed in a form that can be checked by calculation. He
imagined a day when scholars or lawyers would resolve their differences
by writing down their arguments in his language and saying to each other
‘calculemus’ (‘let us calculate’). The project never came anywhere near
completion, but Leibniz’s calculi of identity and definitions were certainly
intended to be contributions to it.

It might seem a short step from claiming that all logical proofs can be
checked by calculation, to claiming that all logical problems can be solved
by calculation. Leibniz himself seems never to have taken this step. It was
left to the 1930s to sort out these claims. By that date, higher-order logic
had replaced syllogisms, and a much wider range of logical problems could
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be formulated. Thanks to work of Kurt Godel and Alan Turing above all
(for which see Barry Cooper’s chapter ‘Computability Theory’ in this vol-
ume), we now know that Leibniz’s instincts were sound: for higher-order
logic we can check by elementary calculation whether a supposed proof
is correct, but by contrast there is no mechanical method of calculation
that will tell us whether any given sentence of the language of higher-order
logic is a logical truth. The same holds for first-order logic.

Since the mid 20th century, Western modal logicians have often used the
notion of possible worlds: a sentence is necessarily true if and only if it is
‘true in’ every possible world. The notion is often credited to Leibniz, who
certainly did talk about alternative worlds that are possible but not actual.
But he himself didn’t use this notion for logical purposes. In any case one
might argue that the ‘possible worlds’ of modern modal logicians are not
alternative worlds but reference points or viewpoints, as when we say that
something will be true at midday tomorrow, or that something is true in
Smith’s belief system. (The study of things being true or false at different
times goes back to Aristotle, though Ibn Sina may have been the first to
build a logic around it. The study of the logic of belief systems is much
more recent in the West; the Jaina logicians got there first with their notion
of perspectives, anekantavada.)

5.3 The philosophical turn

During the late 18th and early 19th centuries several metaphysicians made
attempts to base logic on a theory of rational thinking. The results of these
attempts were strictly not a part of logic at all, but comments on logic
from the outside. But we need to mention them, both because they had
an influence in logic, and because their importance in Western logic has
been exaggerated in a number of recent comparisons between Western and
Indian logic.

Thus Immanuel Kant (1724-1804) believed he had identified a central
core of logic, which he called ‘pure general logic’ or ‘formal logic’. The
defining feature of pure general logic was that it studies the absolutely
necessary laws of thought without regard to subject matter. All other logic
was dependent on this central core. Some later logicians agreed with Kant
that there is a central ‘genuine logic’; in a few cases their definition of it
(which was nearly always different from Kant’s) influenced the direction of
their research, and in this way Kant’s notion indirectly affected the history
of logic.

Among these later logicians, pride of place goes to Gottlob Frege (1848-
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1925), who aimed to show that arithmetic and mathematical analysis are
parts of pure general logic. Frege achieved a combination of depth and
precision that had certainly never been seen in logic before him, and has
rarely been equalled since. But his actual historical influence is another
matter; it is quite subtle to trace and has often been overblown. For example
one reads that Frege founded mathematical logic; but as we will see in
section §6, both the name ‘mathematical logic’ and its initial programme
were proposed by Giuseppe Peano, quite independently of Frege.

The period around 1800 also saw the formulation of some ‘fundamen-
tal laws of thought’, such as the Law of Non-Contradiction and the Law
of Excluded Middle. These two laws were popularised in the 1830s by
the Scottish metaphysician William Hamilton in his lectures on logic. For-
mulations of the laws have changed over the years, and today few people
would recognise Hamilton’s versions. The broad sense of the Law of Non-
Contradiction is that it can never be correct both to assert and to deny the
same proposition at the same time. The broad sense of the Law of Ex-
cluded Middle is that every proposition either can be correctly asserted or
can be correctly denied (though we might not know which).

The claim that these are fundamental laws bears little relation to tra-
ditional practice in Western logic. True, many logicians from Aristotle
onwards said things that look like the laws; but one has to allow for sim-
plifications and idealisations. In fact many traditional Western logicians
accepted that a proposition could fail to be straightforwardly true or false
in several circumstances: for example if it was ambiguous, or a border-
line case, or paradoxical, or a category mistake. Likewise many traditional
logicians were happy to say that a sentence or proposition (the two were of-
ten confused) could be true from one point of view and false from another.
Perhaps no Western logician pursued this last point to the same extent as
the Jaina logicians, though Ibn Sina came close at times. In any case, to
treat the Laws as a basic difference between Western and Indian logic is
certainly a distortion.

In the twentieth century it became common to use purpose-built formal
systems of logic. The Laws then served as ways of classifying formal
systems. For example, it is crucial to distinguish Excluded Middle, the
claim that every proposition or its contradictory is true, from Bivalence,
that every proposition is either true or false.
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6 Transitional

Aristotelian logicians through the ages claimed that logic can free us from
errors in reasoning. The claim was fraudulent. From Aristotle onwards,
logicians made catalogues of types of fallacious argument, in terms of
kinds of ambiguity. But until the early 19th century no aristotelian lo-
gician made any serious attempt to discover whether the ambiguities are
causes or symptoms of the breakdown of reasoning, or what are the best
ways of protecting ourselves against falling into fallacies. (By contrast
the Buddhist logicians appreciated early on that making errors is a failure
of our cognitive apparatus, and at least part of the reason for errors must
lie in facts about that apparatus and its powers of ‘constructive thinking’,
vikalpa.)

In the West the first step into intellectual honesty seems to have been
taken by the philosopher Jeremy Bentham, who never published his views
on logic — they were reported later by his nephew George Bentham. Jeremy
Bentham argued that a good strategy for avoiding errors is to translate ar-
guments into what we now call set theory. One should identify the classes
of objects that one is talking about, and express the argument in terms of
relations between these classes.

These remarks were ahead of their time. Bentham couldn’t have fore-
seen another result of translating logic into set theory. Namely, set theory
provides a universe of abstract objects and a set of sharply defined rules
for operating with them. So it gives us building materials and a space for
developing logic in a way that had never been possible before.

The three logicians most responsible for moving logic into set theory
were George Boole (1815-64), Giuseppe Peano (1858-1932) and Alfred
Tarski (1901-83, whom we postpone for a moment). Boole is well known
for boolean algebra; in his hands it was an algebra of classes. Peano was
interested in avoiding errors in mathematics. He believed that the best pro-
tection against errors was to translate mathematical arguments wholesale
into a symbolic language of his own invention, and he wrote down rules for
operating with this language. With this he had invented a new discipline.
Peano named this discipline ‘mathematical logic’ and did vigorous propa-
ganda for it. His most important convert was Bertrand Russell, whose book
Principia Mathematica (written with Alfred North Whitehead) became the
showpiece for the Peano programme. Peano had little interest in traditional
logic and he largely made things up as he went along; this certainly helped
him to break free from some unhelpful traditional views. With hindsight,
perhaps his biggest breakthrough was that he formalised entire complex
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arguments, not single inference steps as in the aristotelian tradition. (Re-
call §1.4 above.) This forced him, and the later logicians who plugged the
holes in his work, to rethink logic from the ground up. Logicians would
no longer state more and more complicated inference rules. Instead they
would isolate fundamental ideas and principles, that you could use to de-
rive whatever arguments you were interested in. For example logicians had
been using existential quantification since Aristotle, but Peano was one of
the first logicians to isolate the existential quantifier (the symbol 7 is his)
so that it could be used in any context. One consequence of Peano’s work
was that for half a century, mainstream logicians more or less abandoned
any interest in natural language arguments.

Peano worked in a kind of mishmash of logic and set theory. Russell
brought some order into the system with his ‘theory of types’. At the bot-
tom level one has expressions for talking about individuals; then there are
expressions for talking about relations between individuals, then expres-
sions for talking about relations between relations between individuals, and
so on. David Hilbert in 1928 published what became accepted as the stan-
dard version of this logical system; it was known as the ‘logic of finite
types’, or ‘higher-order logic’. One could separate out parts of it. For
example if one stopped at the relations between individuals, one got “first-
order logic’. Cutting out even more, one got ‘propositional logic’. This was
probably the main source of the idea that logicians study formal systems
called ‘logics’. In the 1920s and 1930s logicians came to realise that they
could bring their subject to levels of precision and accuracy undreamed of
before, by defining formal systems. A definition of a formal system would
say precisely what symbols were used (and even list the variables exactly
— people never did that before about 1930). The rules for manipulating
the symbols were exact mechanical rules that could be used by a machine
(and today often are). It was largely thanks to this that the new subject
of computability theory, founded in the 1930s by Alan Turing, came to be
regarded as a branch of logic, although it had no real antecedents in earlier
Western logic.

Now we can explain Tarski’s role. Tarski studied various fundamental
notions of logic such as truth and logical consequence, which are meta-
level notions, i.e. they are used for talking about formal systems rather than
being expressed in them. He showed that these notions have set-theoretical
translations that for practical purposes we can use instead of the original
ones. This had an effect that he didn’t foresee at first. We can in princi-
ple throw the whole of logic — both the formal systems themselves and the
meta-level study of them — into the formal system of first-order set theory.
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Tarski’s work neatly complemented ideas of Hilbert. Hilbert had argued in
the 1920s that we can discover useful mathematical facts by studying the
ways in which mathematicians move symbols around on the page, without
bothering with the meanings of the symbols; this would be a way of study-
ing mathematics from the outside, and Hilbert coined the name ‘metamath-
ematics’ for it, to distinguish it from mathematics proper. (Hilbert was a
leading mathematician of the early 20th century, and his own contributions
ranged far beyond metamathematics.) Hilbert’s metamathematics was an
important step towards the invention of digital computers, which do move
symbols around without any understanding of what they mean. It also led
to a new mathematical theory of formal proofs; Gerhard Gentzen proved
deep results in this theory, and most of today’s proof calculi trace back to
him in one way or another.

Within the framework of first-order set theory we can do logic without
any philosophical assumptions; we need not even agree on why the prin-
ciples of set theory are true or usable, so long as we agree to use them.
Old philosophical questions about logic haven’t gone away, but today we
can separate them off as questions about logic, not questions that logicians
themselves need to think about. (It’s like the difference between doing his-
tory and doing philosophy of history.) One can argue that some Indian
logic compares better with Western philosophy of logic than it does with
Western logic proper. Recall here the remarks about Frege and others in
subsection §5.3 above.

Frege’s writings contain by far the most penetrating account of what
needed to be changed and corrected in aristotelian logic. So it was ironic
that a contradiction in his own work seemed for a time to threaten the
coherence of set theory. Frege had a principle, known today as the Unre-
stricted Comprehension Axiom, which said that for every property P there
is a class whose members are exactly those things that have the property
P. We get a contradiction by applying this to the property ‘class which is
not a member of itself’. If C is the class of all classes that are not members
of themselves, then we easily show that C is a member of itself, and that
it isn’t a member of itself. This contradiction was pointed out by Russell
in 1901, and is known as Russell’s Paradox. Ernst Zermelo (who inde-
pendently noticed the paradox) developed a way of doing set theory that
— as far as we know, one century later — doesn’t lead to paradoxes. We
do know that there is a price to pay: if Zermelo’s set theory is consistent,
then it leaves some important questions unanswered, such as the size of the
continuum.

Could we perhaps prove, by mathematical or logical methods, that Zer-
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melo’s system of set theory will never lead to a contradiction? Hilbert
hoped that his metamathematics would give an answer. The aim would be
to prove, by studying the ways in which a mathematician using Zermelo’s
system moves symbols around, that this mathematician could never reach
the point of writing ‘0O = 1’. The proof should use only what Hilbert called
“finitist’ reasoning about the symbols, so as to avoid circularity. In one
of the strongest tours de force of logic — perhaps of mathematics too —
Godel showed in 1931 that this is impossible. To state his result briefly
but a little imprecisely, Godel showed that there is no argument that can be
expressed in elementary arithmetic and proves that elementary arithmetic
itself is consistent, unless in fact elementary arithmetic is inconsistent.

In the first decades of the 20th century Russell’s Paradox made many
mathematicians and philosophers suspicious of set theory, and it certainly
encouraged some logicians to develop logical systems that didn’t depend
on set theory. One important example was the intuitionist system which
L. E. J. Brouwer devised as a basis for mathematics. His central notion
was not truth but mental construction. A meaningful sentence is either true
or false; but we may not be able to make a mental construction that justifies
the sentence, or one that justifies its negation. So intuitionists do not accept
the Law of Excluded Middle in the form of the law ‘Either p or not-p’.

Some more radical followers of Brouwer constructed systems of logic
which avoid the notion of negation altogether. This makes a curious con-
trast with the frequent appearances of double negation in Buddhist logic
under the influence of the doctrine of apoha. The contrast is not hard
to explain when we remember that these Western logicians were study-
ing mental constructions while the Buddhist logicians were thinking about
classification by universals. A general point to draw from this is that the
history of logic makes little sense if one doesn’t appreciate what the vari-
ous logicians were aiming to do with their logic. We hope our short survey
has illustrated this point in a range of ways.
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1 Two logics?

A note on Indian “logics” is in order, to begin with. By a logic, it is ordinar-
ily meant a specific set of consequence relations between a set of premises
I" and a conclusion B such that, for every formula A € T, if A is true then so
is B. Formally: if v(A) = T then v(B) = T, where v is a valuation function
from a set of formulas to a set of truth-values. But such a modern definition
of logic as a set of rules for truth preservation cannot be properly applied
to ancient logics, including those from India. Rather, ancient and medieval
logics include epistemology in the scope of the formal discipline: how to
assess the content of a judgment isn’t separable in Aristotle’s Organon or
the Port-Royal Logic, for instance, and Indian logics are not an exception.

The epistemological import of Indian logics largely accounts for their
peculiar content; the metaphysical assumptions that underlie these Indian
schools of philosophy also results in specific theories of truth, and the main
aim of the present paper will be to give a formal presentation of the ways to
produce a judgment or predication such as “S is P” or “S is not P (where
S is the subject-term and P the predicate-term). As a matter of rule, Indian
logics are about judgments and not about the sentences expressing them;
we will restrict our attention to two such cases: the Jaina saprabhargt; and
the catuskoti from the Buddhist school of Madhyamaka (literally, “Middle
Way”).

As a general rule, the logics emerging from the Jaina and Madhyamika
schools include both a theory of knowledge (about how to come to know
something) and a complementary theory of judgment (about how to ex-
press this something known). Concerning the theory of knowledge, the
nayavdada is a Jaina theory (vdada) of standpoints (nayas) that includes
seven kinds of justification for the truth of a sentence.! Furthermore, a
set of seven (sapta) distinct judgments (bharigi) can be made about a given

IThe seven kinds of justification (nayas) include metaphysical, physical and gram-
matical features. These are the following: naigama-naya (non-distinguished standpoint);
samgraha-naya (collective standpoint); vyavahara-naya (particular standpoint); rju-sitra-
naya (momentary viewpoint); sabda-naya (synonym viewpoint); samabhiriidha-naya (ety-
mological viewpoint); and, finally, evambhiita-naya (momentary etymological viewpoint).
For instance, “the existence of an entity such as a pot, depends upon its being a particular
substance (an earth-substance), upon its being located in a particular space, upon its being
in a particular time, and also upon its having some particular (say, dark) feature. With
respect to a water-substance, it would be non-existent, and the same with respect of an-
other spatial location, another time (when and where it was non-existent), and another (say,
red) feature. It seems to me that the indexicality of the determinants of existence is being
emphasized here.” ([12], p. 132).
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topic. There is no causal relation between the number of standpoints and
judgments, however. After all, the Greek skeptic Agrippa proposed five
kinds of justification while sticking to an Aristotelian or bivalent view
of judgments: either S is P or S is not P, period. Rather, the number of
the Jaina judgments is due to their endorsement of a metaphysical plural-
ism according to which reality is many-faceted and cannot be restricted
to a unique predication. As to the Madhyamika school and its founder
Nagarjuna (=~ 100 C.E.), they did not present a competing theory of knowl-
edge but advanced four (catus) main sorts of stances (koti) for any subject-
matter.

As noted in [15], “logic is not metaphysically neutral”, and the difference
between the Jaina seven and Nagarjuna’s four judgments is due to their
rival views of truth. Ganeri advances (in [6], p. 268) a relevant distinction
between three semantic views of truth-assignment, namely: doctrinalism,
skepticism, and pluralism. According to the doctrinalist view, “it is always
possible, in principle, to discover which of two inconsistent sentences is
true, and which is false.” This doctrine is related to Aristotle’s two-valued
logic, where only two judgments can be made about any subject-matter
(S is P, S is not P) and only one of which comes to be accepted as true
while the other is to be false. Bivalence is the logical cornerstone of such
a doctrine and entails that every judgment is either a truth- or a falsity-
claim, i.e. a statement. Skepticism and relativism challenge this binary
view in opposite directions. According to skepticism, “the existence both
of a reason to assert and a reason to reject a sentence itself constitutes a
reason to deny that we can justifiably either assert or deny the sentence”,
so that some sentences can be taken to be neither true nor false. Conversely,
the pluralistic watchword is “to find some way conditionally to assent to
each of the sentences, by recognizing that the justification of a sentence is
internal to a standpoint”; in this sense, one and the same sentence can be
taken to be both true and false depending upon the condition under which
its content is assessed.

We take these three doctrines of truth-assignment to be the crucial path
for a better understanding of Indian logics. While these have been dis-
missed by Western thinkers, as having “irrational” or “unintelligible” out-
look?, we suspect this uncharitable preconception to stem from a narrow
reading of bivalence that takes Frege’s modern logic as a standard for any

2“Manifoldness in this context is understood to include mutually contradictory proper-
ties. Hence on the face of it, it seems to be a direct challenge to the law of contradiction.
However, this seeming challenge should not be construed as an invitation to jump into the
ocean of irrationality and unintelligibility” ([12], pp. 129-30).
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meaningful judgment. If so, the next sections insist upon the discursive
and non-standard form of judgments in Jaina and Madhyamika logics: it is
still possible to preserve bivalence within these Indian theories and, thus,
to preserve their intelligibility, but only if such a bivalence is not defined
in Fregean terms and reformulated as a question-answer game between
speakers.

2 Two opposite logics?

An intriguing feature of Jaina and Madhyamika logics concerns their at-
titude towards inference: the relativist doctrine of truth seems to entail a
fully inconsistent logic, whereas the skeptic doctrine of truth would en-
tail a fully incomplete logic. This means that, for any sentences A and
B, B seems to be inferred from every premise A in Jaina logic (say, J): A
5 B (for every B); whereas no sentence B would be inferred from A in
Nagarjuna’s logic (say, N): A N B. Parsons described in [14] these cases
in terms of ultimate eclecticism and complete nihilism, respectively>.

Is Jaina logic a formal system of eclecticism, and Nagarjuna’s logic a
system for nihilism? This is not so, at least for one simple reason: nihilism
assumes that the premise A is accepted as true, while the coming exposition
of Nagarjuna’s Principle of Four-Cornered Negation amounts to a denial of
every sentence including A. As to the Jaina logic, the role of standpoints
means that not every conclusion B can be inferred from A irrespective of
the context in which A and B are assessed. This entails that not everything
can be inferred from every given context, and Priest recalls this fact in [15]
to make his own dialetheist reading of Jaina logic immune from triviality.
We will return to this modern translation in Section 5.

Two Sanskrit notions will be introduced now, in order to throw some
light upon the Jaina and Madhyamika ways of doing logic. The first con-
cept is anekantavada: this term means non one-sidedness and character-
izes the Jaina conditional view of truth, according to which the truth of a
sentence is never one-sided (ekanta) but always depends upon the context
in which it is assessed. The second concept is prasajya pratisedha (see

3See [14], p. 141. Roughly speaking, eclecticism refers to the view that sentences of
two different theories can be accepted consistently within a third embracing theory: T,
E p. T E q. Ts E pand T; E ¢g. This is not the point of Jainism. As to nihilism, it
refers to the belief that nothing is true. This is not the point of Madhyamaka, either. The
difference between such nihilists and the latter could be made clearer by the difference
between atheism (negative assertion about the existence of God) and agnosticism (mere
denial about the existence of God).



Two Indian Dialectical Logics 51

[5],[11],[13]); Mohanta mentions this concept in [13] as a non-relational
negation which somehow corresponds to the contemporary denegation or
illocutionary negation*. In contrast to the Jaina conditions for truth - as-
signment, the Madhyamikas defended the view that being dependent upon
anything else is a sufficient ground for denying a corresponding predi-
cation: S cannot be said to be P or not to be P whenever S is not self-
originated and is caused by another substance than itself. This refers to the
two-truths doctrine and its distinction between absolute truth (paramartha-
satya) and conventional truth (samvrti-satya) in the Madhyamika’s

sianyavada (doctrine of emptiness); we will see how this doctrine leads
to Ganeri’s previous distinction between the pluralist and skeptic condi-
tions for truth-assignment. While the Jains favor a contextual theory of
affirmation, Nagarjuna endorses a peculiar use of denial which is to be
rigorously distinguished from negative assertion and departs from falsity-
assignment. Thus, saying that S is not P results in an ambiguous judgment
between affirming that the sentence “S is P” is false and denying that “S
is not-P” is true. From an Aristotelian or doctrinalist approach, affirm-
ing S not to be P and denying S to be P are synonymous with each other;
from a Madhyamika or skeptic approach, however, P may be denied to
be true of S without being affirmed to be false of S. Such a confusion
amounts to a harmful confusion between two sorts of Indian negations
(pratisedha), namely: the previous prasajya pratisedha and paryudasa
pratisedha, which is a relational (see [13]) or locutionary negation used
by the later Navya school.

To sum up, Jaina and Madhyamika logicians do oppose each other with
respect to their underlying criterion for truth-assignment. Given two op-
posite sentences “S is P” and “S is not P”, how to decide on the truth
of either? The main difference between Jainas and Madhyamikas lies in
their answer to this question. Thus, Matilal claims (in [12], p. 129) that
“the difference between Buddhism and Jainism in this respect lies in the
fact that the former avoids by rejecting the extremes altogether, while the
latter does it by accepting both with qualifications and also by reconcil-

“Nlocutionary negation (denial, or denegation) has been defined by John Searle in [19].
Let the speech act F(p) = “I promise that I will come”, where F is the act of promise and
p the sentential content “I will come”; then its locutionary negation F(~p) is “I promise
that I will not come”, while its illocutionary negation ~(Fp) is “I do not promise that I
will come”. Denial has been ordinarily rendered as a reversed turnstile 4, in reference to
Frege’s turnstile of assertion, while Keiff views it in [11] as a merely failed assertion ¥. In
both cases, denial occurs as an operator; in QAS, however, denial is an operand (a logical
value: the no-answer a; = 0).
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ing them.” It is worthwhile to note that these opposite modes of truth-
assignment also foreshadow the contemporary opposition between seman-
tic realism and anti-realism: [22] and [23] notice that the Jains countenance
a correspondence theory of truth, whereas Siderits’ comparison (in [21])
between Nagarjuna’s denials and Dummett’s anti-realist semantics entails
that Nagarjuna’s conception of truth doesn’t transcend recognitional capac-
ity by a given agent.

Before approaching this last problem about the relations between judg-
ments, let us consider the way to describe their various admitted judgments
within a clear and uniform formal semantics.

3 Two many-valued logics?

One of the primary aims of the paper is to insist upon the dialectical nature
of Indian logics, i.e. their presentation in terms of speech-acts within an ar-
gumentative framework of questions and answers. To put it in other words,
each truth- or falsity-assignment proceeds by means of an intermediary act
of affirmation and denial. Importantly, we take the asymmetry between the
pairs true-false and affirmation-denial to be the key for a better understand-
ing of Indian logics. A number of logical techniques have been proposed
in the literature to catch the dialectical or discursive feature of Indian log-
ics: relational or possible-world semantics ([15]), dialogics ([8],[11]), and
algebraic or many-valued semantics ([61,[151,[181,[20])°.

In order to give a more fine-grained description of Jaina and Madhyamika
logics, we resort here to many-valuedness. Roughly speaking, the various
ways of making a judgment require the introduction of alternative logical
values beyond the doctrinalist values of truth and falsity. In the case of
Jaina philosophy, no judgment uniquely claims plain truth or falsity be-
cause of its underlying one-many correspondence theory of truth: a given
sentence partly describes a fact following the perspective from which its

3Gokhale rejected the many-valued interpretation of Jain logic because, according to
him, a difference is to be made between epistemological and logical values. Thus: “The
middle value designated by the term avaktavyam is therefore better understood as the epis-
temic middle rather as the logical middle. It is closer to the middle truth-value called
‘undeterminable’ of Kleene’s three-valued system than to the Lukasiewiczian third truth-
value called ‘indeterminate’. (...) As a result we can say that avaktavya is not the third
truth-value in the logical sense of the term, because it does not arise out of the violation
of the laws of logic such as non-contradiction and excluded middle” ([7], p. 75). This ob-
jection assumes that every logical value should have an ontological import, but our purely
algebraic viewpoint of logic does not require this and Belnap’s four-valued system is an
instance where all the logical values have an epistemological import.
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content may be described.® In the case of Nagarjuna’s Principle of Four-
Cornered Negation, it will be shown that the assumption of bivalence can-
not make sense of the four negative stances together (see section 5). At the
same time, the metaphysical pluralism of the Jains does not entail that new
truth-values should be devised in addition to the Aristotelian framework
of bivalence. Rather, these alternative logical values are various combina-
tions of truth and falsity inside the initial set of values T (for true) and F
(for false).

In particular, the Jaina theory of sevenfold predication (saptabhargi) re-
minds one of Belnap’s system of generalized truth-values and Shramko &
Wansing’s extension from 2 to n truth-values (see [3],[20]). Taking 2 =
{T,F} as a basic set and its two elements of truth and falsity, an extension
from 2 to 4 results from its powerset ¢(2), that is the set of the subsets of
2. Thus 4 = {{T}.,{F},{T.,F}.2}, and Belnap symbolized the new combi-
nations of truth-values as {T,F} = B (for “both true and false”) and @ =
N (for “neither true nor false”) in its four-valued logic FDE (First Degree
Entailment). The same process can be applied indefinitely, leading to a set
of p(n) elements for any n-valued logic (where n > 1). Another such gen-
eralized set is p(3), with n = 3 basic elements T, F and {T,F}. One of these
generalized sets is

8 = ({THL{F}L{B}LUTHL{F}L.{U{T}L{B}}.{{F}.{B} }.{{T}.{F}.{B}}.2}.

We will see that the latter set can be made very similar to the Jaina se-
mantics, even though the odd number of the seven Jaina judgments may
surprise at a first blush. Moreover, Bahm rightly noted in [2] that Indian
logics are not just formal combinations of truth-values but require a more
comprehensive reading of their original texts.

For this purpose, we propose now a conceptual framework to grasp the
rationale of Indian logics: a Question-Answer Semantics (QAS) that en-
compasses Belnap’s generalizations and helps to account for the Madhya-
mika’s dialectical logic of Four-Cornered Negation.

6Sylvan noted that “Jainism apparently entailed a correspondence theory of truth” (p.
62), so that the Jain values have an ontological import that differs from Belnap’s four values
in FDE: a sentence is true and false (in some respects), rather than rold true and rold false.
The difference between Jain and Aristotelian logic relies upon their underlying ontology:
the latter takes a true sentence to correspond to a fact, while the former reject such a one-
one correspondence between sentences of a language and states of affairs of the world.
Thus Tripathi argued in [23] that “Jainism is a realistic system. It not only holds that reality
is pluralistic, but also that reality is many-faced (anantadharmatmakam vastu).” ([21], p.
187) The Wittgensteinian Bildtheorie should be strictly kept apart from the Jain view of
reality, consequently.



54 FABIEN SCHANG

DEFINITION 1. A question-answer semantics is a model QAS = (9, A)
upon a sentential language . and its set of logical connectives ©. It in-
cludes a logical matrix 9t = (Q, V, D), with:

- a function Q(@) = (q,(), ..., q,(@)) that turns any sentence « of .Z into
a specific speech-act (the sense of which is given by appropriate questions
about it);

- a set V of logical values (where Card(V) = m");

- a subset of designated values D C V.

It also includes a valuation function A, such that the logical value A(@) =
(aj(@),...,a,(a)) of V that characterizes a statement by giving an ordered
set of m sorts of answers to each question q; in Q(@) = {q(@), . .., q,(@)).
This semantic framework results in a variety of logics £ = (%, E ) that
include an entailment relation in a model =4 such that, for every set of
premises I' and every conclusion « in .Z, if A(I') € D then A(a) C D:
I'eEm .

A crucial difference with the more familiar logics is the meaning of the
semantics values in QAS: each element {a; (@), ..., a,(a)} of A(a) is a ba-
sic answer a;(a) (where 1 > i > n) with the symbol 1 for affirmations
(yes-answers) and the symbol O for denials (no-answers). Let us call by
the general heading of “logical value” every such ordered set of answers,
rather than the customary “truth-values”: these values are a combination
of yes-no answers to corresponding questions, whereas not every question
is to be asked about the truth-value of a sentence in QAS.

Once the formal structure is set out for any question-answer game, let
us have a closer look at our two Indian logics at hand while attempting to
reconstruct their argumentative games.

4 Jaina’s theory of seven-fold predication

It has been previously claimed that not everything can be derived from
every premise from a Jaina perspective: meaningfulness presupposes that
arestricted set of sentences can be accepted on the basis of certain premises
in a given language, while the remaining sentences of the language should
not be accepted. But the question is how the Jaina predications do make
sense in a consistent set of statements. In particular, the Jaina theory of
seven-fold predication (saptabhargi) has been viewed as a challenge to
Aristotle’s logic.

According to Aristotle, the Principle of Non-Contradiction (PNC) is a
universal law of thought that cannot be violated without committing its
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opponent into plain nonsense. It is stated in [1] as follows:

“It is impossible for the same thing to belong and not to belong at the
same time to the same thing and in the same respect.” (Book IV, 1005b19-
20)

An instant reflection suffices to see that the Jains did not oppose to this
principle as it stands: their semantic pluralism relies upon a doctrine of
conditioned, relative or partial truth (syadvada). The Jaina philosopher
Vadiveda Suri (1086-1169 C.E.) displayed the following set of seven pred-
ications and witnessed the crucial role of syad (“arguably”, or “in some
respect”) in every corresponding statement, where every predication ex-
presses a conditioned judgment about a sentence’:

(1) syad asty eva: arguably, it (some object) exists.

(2) syan nasty eva: arguably, it does not exist.

(3) syad asty eva syan ndsty eva: arguably, it exists; arguably, it does not
exist.

(4) syad asty eva syad avaktavyam eva: arguably, it exists; arguably, it is
non-assertible.

(5) syad asty eva syad avaktavyam eva: arguably, it exists; arguably, it is
non-assertible.

(6) syan nasty eva syad avaktavyam eva: arguably, it does not exist; ar-
guably, it is non-assertible.

(7) syad asty eva syan ndsty eva syad avaktavyam eva: arguably, it exists;
arguably, it does not exist; arguably, it is non-assertible.

Each of these predications is a combination of three basic semantic pred-
icates (mﬁlabhaﬂgas)g, namely: assertion, or truth-claim; denial, or falsity-

"The saptabhangr clearly departs from the Fregean logic of propositions, where a sen-
tence expresses a thought and refers to a unique truth-value. To the contrary, the seven
arguments of nayavada assume that the meaning of a sentence is context-dependent and
doesn’t refer to some eternal entity as the True. Thus Matilal: “Realists or believers in
bivalence (as Michael Dummett has put it) would rather have the proposition free from
ambiguities due to the indexical elements - an eternal sentence (of the kind W. V. Quine
talked about) or a Thought or Gedanke (of the Fregean kind) - such that it would have a
value, truth or falsity - eternally fixed (...) We may assume that a proposition has an eter-
nally fixed truth-value, but it is not absolutely clear to us what kind of a proposition that
would be. For it remains open to us to discover some hidden, unsuspected determinants
that would force us to withdraw our assent to it.” ([12], p. 136)

8A judgment proceeds as a statement in which a semantic value is predicated of the
sentence. Gokhale claims for this higher-order level of discourse: “A syar-statement, in so
far as it is a statement about a sense of a sentence, is a metalinguistic statement and not an
object-linguistic one.” ([7], p. 80).
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claim’; and a third sort of judgment that Jains called by non-assertibility
(avaktavya). Before discussing the meaning of this third predicate #, it
follows from their combinations that the three basic statements are very
similar to the set 3 = {T,F#} and its eight combined subsets in p(3) =
8 = {{T}{F}.{#}.{TF}{T#}.{F#},{T,F#}.,2}. The logical structure of
QAS brings out the two main features of this sevenfold predication, where
each component is to be rendered in terms of corresponding questions and
answers.

DEFINITION 2. A Jaina predication expresses an ordered answer A(a) =
(a1(a), a2(e), a3(@)) to n = 3 basic questions Q(@) = (¢, (@), 4x(@), q3(@).
such that q;: “Is a asserted?”, q,: “Is @ negated?”, and q;3: “Is @ non-
assertible?”. There are m = 2 kinds of exclusive answers a;(a) — {0, 1} to
each ordered question q;, where O is a denial “no” and 1 is an affirmation
“yes”. This yields the following list of m" = 23 = 8 predications and their
counterparts in a Belnap-typed set 8:

(1) = (1,0,0) for {T} (2) = (0, 1,0) for {F}
(3)=(1,1,0) for {{T},{F}} (4) = (0,0, 1) for {#}
(5) =(1,0,1) for {{T},{#}} (6) =<0, 1, 1) for {{F},{#}}

(7)) =(1,1,1) for {{T},{F},{#}} (8 =(0,0,0) for @

Each of the seven Jaina statements is an expression of single yes-answers
(a; = 1) among three possible ones, while the remaining no-answers (a; =
0) are left silent by the affirmative nature of Jaina philosophy. The first two
statements (1) and (2) mean that every standpoint is such that it makes a
given sentence true or false, respectively. (3) means that there are stand-
points for asserting the truth and the falsity of the sentence, while noting
that a standpoint does not make this sentence both true and false at once.
The internal consistency of the standpoints is stated in terms of successive
assertion and denial. (4) is the troublesome statement that the sentence is
non-assertible: although this semantic predicate seems to entail merely that
a given sentence cannot be asserted (made true), this should leave place for
strong denial (falsity-claim); but such a translation would collapse (4) into
(2), all the more that this third miilabhangi is translated as a case of si-
multaneous assertion and denial. How can one and the same sentence be
non-assertible and asserted at once? We return to this point in the next

°Jain “denial” corresponds to the relational negation of the realists (paryudasa
pratisedha), by contrast to the Madhyamika non-relational negation (prasajya pratisedha).
Accordingly, the “denial” of the second miilabhargi (2) amounts to an act of negative asser-
tion or falsity-claim and stands for a commitment of the speaker about how the world is not,
whereas every disciple of Madhyamaka typically endorses an attitude of non-committment.



Two Indian Dialectical Logics 57

paragraph. The three remaining predications are combinations of the four
preceding ones: (5) and (6) mean that there are standpoints that make the
sentence true and non-assertible, or false and non-assertible. (7) is a com-
bination of the three basic predications such that the available standpoints
make the sentence true, false, and non-assertible.

The ultimate subset (8) doesn’t appear in the list of the Jaina predica-
tions, however; hence the odd number of 8—1 = 7 elements. A combina-
torial account for this odd number of predications can be given as follows:
there is an infinite number of particular arguments for any predication, and
all of these are classified among a set of seven general standpoints in the
nayavada. Now since any two different kinds of standpoints may result in
one and the same statement of the syadvada, it follows from it that every
sentence is made (or claimed to be) either true, false or non-assertible by a
variable set of related standpoints. Therefore, there is always at least one
standpoint a;(@) = 1 for any sentence «. This entails that no sentence a can
be an exception to these three basic judgments (a;(a), ax(a), a3(@)), and
the answer A(a) = (0, 0, 0) is made an impossible case.

As rightly noted by Priest'®, no contemporary counterpart has been de-
vised for the so-called “Jaina logic”: the Jains have not defined any closed
formal language with a set of constants (connectives) and a closed set of
consequences. However, we can develop a plausible Jain logic within

QAS.

DEFINITION 3. Jain logic is a model J; = (9, A) upon a sentential lan-
guage .Z and its set of logical connectives © = {~, A, V, —}. It includes a
logical matrix I = (Q;7; D), with:

- a function Q(a@) = (q;(a), qx(@), q3(@));

- a set 7 of logical values;

- a subset of designated values D C 7.

The cardinality of D and the different matrices for © cannot be uniquely
determined without solving an intermediary problem: the meaning of the
“non-assertible” avaktavya in qs, by contrast to the two “assertible” vak-
tavya (asti, nasti) that constitute expressible predications in q; and q,.
Each ordered answer is a logical value from our many-valued perspective,
and the meaning of the semantic predicate “non-assertible” is crucial to de-
termine whether a positive answer to (3(«@) results in a designated or non-

10“What are the semantic values of such compound sentences? Such a question is not
one that Jaina logicians thought to ask themselves, as far as I know. So we are on our own
here.” ([15], p. 268).
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designated value'!. For if A(a) = (4) = (0,0, 1), then a;(@) = ax(a) = 0
and a3(@) = 1. Assuming with Priest that a semantic value is designated if
it expresses truth, then a non-assertible sentence should be asserted to be
at least true in order to be designated. Is it so?

There are three main interpretations of avaktavya: (4.1) neither true nor
false, (4.2) both true and false, (4.3) none (taking to be granted that not
two of these can be accepted without extending the set of semantic pred-
icates from 8—1 to 16—1 = 15 elements)'?. Given the crucial role of the
number 7, only one of these three possibilities is to be accepted as the third
miilabhangi. The first interpretation is defended by [6], [7], and [9]; the
second is urged by [4], [12], and [15]. [15] and [18] admit both interpreta-
tions, while the third interpretation is supported by [2] and [23].

Those who advocate (4.1) usually claim that the Jains always sustained
internal consistency or non contradiction as an unquestionable meta-principle
(paribhasa); this amounts to reject any case of simultaneous assertion and
denial from the same standpoint. Ganeri advanced in [6] a reductio argu-
ment against the inconsistent interpretation, to the effect that admitting a
simultaneous assertion and denial would reduce the logical values (5) and
(6) to (4). This collapsing argument is rejected in [18]], insofar as it omits
to take the difference between the standpoints a; and aj into account!?.

""An alternative way consists in characterizing logical consequence in terms of an or-
dering relation between the elements of V, such that p |55, ¢ if and only if A(p) < A(g).
See [3],[22] about this process. An algebraic presentation for Jain logic is also given in
[20],[22] and results in a bi-and- a-half-lattice (a product of two Belnap’s bi-lattices) with
no lower bound @ ({0, 0, 0), in J;). But given that nothing seems to justify a specific hi-
erarchy between the seven logical values, we stick to the view of logical consequence as
preserving the designated value.

12Priest mentions the possibility of four-valued facets or miilabhargi and a subsequent
15-valued logic in [15], in such a way that a sentence could be said to be either asserted
or denied, or both, or neither. Some other extensions of the basic predications have been
entertained in [2] for Jain logic, assuming it to be a positive counterpart of the catuskoti;
these yield an extension from 4- to 8- and 12-valued logics, where a given standpoint is
“more asserted (or not)” than another. But such a probabilistic extension misleadingly takes
the doctrine of relative truth for a logic of partial truth-values. Gokhale argues against this
reading, because “nayavdada, as has generally been held, gives us a class of ‘partial truths’,
whereas syadvada gives us a class of whole truths (or the whole truth).” ([7], p. 74). In
other words, each sentence is plainly true (or not) from each given standpoint.

3Ganeri’s argument (see [6], p. 272) proceeds as follows: if avaktavyam means (4.2):
{T.F}, then the fifth and sixth predicates yield (5.2): {T,{T,F}} and (6.2): {F{T.F}}, re-
spectively; now (5.2) and (6.2) are “logically equivalent” with {T,F}, given the trivially
twofold occurrence of T and F. Hence the adoption of (4.2) entails that (5) and (6) conflate
into (4), and the sevenfold predication is done. Ganeri’s mistake is due to his set-theoretical
equation between sets and subsets of elements in V: “this argument seems to rely upon a
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As a further argument for (4.3), Tripathi claimed that the incomplete inter-
pretation (4.1) cannot square with the affirmative basis of the Jaina pred-
ications'*. The latter means that any sentence can be made true from at
least one standpoint, so that no sentence can be said to be neither true nor
false. Assuming that “affirmative basis” essentially refers to an act of asser-
tion (the second predication is a negative assertion), this implies that every
Jaina predication asserts something about a sentence and cannot amount to
a pure denial without assertive counterpart'>.

Conversely, Priest quotes some sources in support of (4.2) and takes them
to mean a plausible admission of internal inconsistency!'®. The present pa-
per does not purport to have the final word, but to note two main properties
of J; that are established in [18]!7. On the one hand, the essential occur-

conflation of two distinct standpoints: to state that p is asserted from one standpoint and
both asserted and denied from another standpoint doesn’t entail that p is merely asserted
and denied, unless the crucial syad is suddenly removed from the meaning of a statement.
But it could not be so, and Ganeri unduly commits the following simplification: p A (p A
~p) =(p A ~p)” ([18], pp. 63-4)

14“To say that a thing neither exists (asti) nor does not exist (ndsti) is sheer skepticism,
and the Jaina would never accept it as a bharnga (predicate), and as one of the mitlabharigas
(primary predicates) at that. (...) What is worse, the interpretation of the avaktavya as
“neither” would make it indistinguishable from the fourth koti (alternative viewpoint) of
the Madhyamika catuskoti, as also from the anirvanacaniya (indescribable as either being
or not-being) of the Vedanta.” ([21], pp. 187-8). The argument is unconvincing, however,
given that the Madhyamikas deny the “neither ... nor”- position and don’t affirm it (see
Section 5); no confusion should arise from (4.1), accordingly.

131t could be objected to the view of a pure denial that any first-order denial implicitly
contains a second-order assertion. Such an objection suggests that (4.3) includes a second-
order affirmative basis (something like “arguably, I assert that I don’t assert anything about
P”); see Section 6 about this.

16Priest adduces his usual argument for dialetheism, according to which some (but not
every) contradictions are true: “What should seem to be meant by two things being contra-
dictory here is that they cannot obtain together. If [(4)] is both true and false, then [p] and
[~p] are precisely not contradictories in this sense.” ([14], pp. 271-2). Does this mean that
a difference should be made between possibly true and impossibly true contradictions? A
plea for possibly true contradictions has been made in [16], arguing that (4.1) could mean
that some standpoint affords an evidence both for and against the truth of p. But the latter
explanation does not seem to match with the definite value of a sentence in each standpoint,
according to Gokhale (see note 12 above). This is why the third interpretation (4.3) will be
favored in the following.

7A quantified epistemic interpretation of the standpoints has been suggested in [17]:
each standpoint stands for a single belief within a community of agents, so that each Jain
statement about « is translated as IxB,(«) and reminds us of Jaskowski’s discussive logic
D,. Such a translation helps to explain the paraconsistent behavior of the Jains: a set of
inconsistent standpoints does not entail the truth of everything. Nevertheless, it doesn’t ac-
count for Jain realism (see note 6 above): a standpoint is not the mere epistemic expression
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rence of standpoints gives rise to a quasi-value-functional set of logical ma-
trices for J; where the logical value of a complex sentence is partly deter-
mined by the value of its components'8. On the other hand, the incomplete
or inconsistent interpretation of avakravya makes J; quasi-equivalent to
two famous many-valued systems: Kleene’s 3-valued logic K3 or Priest’s
3-valued Logic of Paradox LP, respectively. This can be stated by the two
following theorems:

THEOREM 1. J7 is a paranormal logic that is either paraconsistent or
paracomplete. That is: for some sentences «,f of .Z, either a, ~a }£ B
or £ a does not entail E~a. J7 is paracomplete and quasi-equivalent with
K3 if and only if (4) is interpreted incompletely, and J7 is paraconsistent
is quasi-equivalent with Priest’s 3-valued logic LP if and only if (4) is
interpreted inconsistently.

THEOREM 2. The matrices for the connectives © of J; are invariant,
irrespective of the interpretation of (4). For every connective ® € ©), A(x o
Biem = Ala o B)cs for every value of @ and S including the incomplete
(icm) or inconsistent (ics) reading of #.

Apart from these technical results, it remains that no definite interpre-
tation of avaktavya occurs in the literature and thus leaves the Jaina set
of logical consequences indeterminate. The next point is to see whether
a meaningful interpretation can be given to the third interpretation (4.3):
what can be meant by avaktavya, if it is neither “both asserted and denied”
nor “neither asserted nor denied”? For even though such an alternative
reading prevents Jaina logic from reducing to what Matilal called a mere
“facile relativism”!®, a formal approach hardly makes obvious any state-
ment beyond being either true, or false, or both true and false, or neither
true nor false.

For one thing, Bahm takes it (in [2]) to mean something like an incom-
plete thought: a sentence is non-assertible whenever no property P can be

of a belief or opinion, but the genuinely ontological expression of a facet of reality.

'8Quasi-truth-functionality is due to the relative truth of standpoints. Two any sentences
a and ¥ can be true from two different standpoints; but there may be no standpoint from
which @ and ¢ should obtain at once, according to the existential translation of a standpoint
in [18]: v(AxB,(@)) = T and v(IxB,(¢¥)) = T don’t entail v(xB.(a A ¢)) =T, but v(xB. (@
A ) =T or F. On the origins of quasi-truth-functionality, see [17].

19Tt also amounts to a view which announces that all predicates are relative to a point
of view; no predicates can be absolutely true of a thing of a thing or an object in the sense
that it can be applied unconditionally at all times under any circumstances. Jainas in this
way becomes identified with a sort of facile relativism.” ([12], p. 133). Again, the crucial
role of standpoints clearly points out that the Jain logic is not a real challenge to PNC.
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completely predicated of S. But this is the essential feature of anekantavada,
the partial truth for every standpoint of the Jaina nayavada: the cornerstone
of their pluralist metaphysics is that reality is an indefinite collection of
incomplete perspectives. Assertion and denial are not categorical or one-
sided speech-acts, therefore, and the essential incompleteness of any syad
is likely to undermine Bahm’s explanation.

A more insightful reading seems to emerge in [23], where non-assertibility
is synonymous with non-distinction: a sentence is non-assertible whenever
its object S cannot be said to be properly P or not P. The difference is
thus made with the interpretation (4.2), in the sense that S is said to be
both P and not-P by including both opposite properties from one contra-
dictory standpoint. But again, Tripathi claims in [23] that the Jains fully
subscribed to the law of non-contradiction and would have refused any
self-contradictory statement®. A plausible account of being indistinguish-
able refers to the Hegelian view of an internal or inclusive contradiction
without exclusive opposition between its terms. In support of this awk-
ward view of contradiction, it is worthwhile to note that most of the Jaina
or Madhyamika sentences are about such metaphysical subjects as atman,
Brahman and their being existent. One may be hesitant about the logical
form of an expression like “atman is self-existent”, where existence occurs
as a predicate; but a more charitable reading would be to the effect that the
subject-term S is elliptically said to exist or to be as falling under a certain
property P. Consequently, avaktavya might mean that S is not any more P
that non-P. But which sort of S could be so indistinguishable as not only
to cover both P and all its complementary properties, but also to cancel
any distinction between these properties? Tripathi mentions as a “non-
expressible” sentence that which can be thought but cannot be expressed
(for want of a distinguishable set of properties)?!. Such a subject should be

20“No system of philosophy can afford to accept self-contradiction as valid, because
if self-contradiction is accepted as valid without any qualifications, then there remains
no weapon for criticism, anything which is said will have to be accepted, because even
self-contradictories is valid. It is certain that the Jaina does not take leave of logic and
consistency; he does criticize others by pointing out self-contradiction. Every system of
philosophy has its contradictory which is regarded as false. This is why when a system has
to accept a synthesis of contradictories as valid, it has to invent one device or another which
at least seems to take off the edge from the contradictories.” ([21], p. 188).

2IBahm’s account must be distinguished from Meinong’s famous example of a “round
square”, which has frequently been mentioned as a case of impossible object and a chal-
lenge to PNC. A round square is an object that can be expressed (described) but cannot
be thought (imagined, or conceived mentally). To the contrary, the third interpretation of
avaktavya refers to something that can be thought but cannot be expressed. Is there such
a subject S that can fulfill this requirement? A Wittgensteinian reader would answer neg-
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kept silent, according to the Wittgensteinian stance that the limits of lan-
guage are the limits of thought. (But our former reference to Hegel should
give rise to a non-Wittgensteinian relationship between language and the
world.) While noting that Hegel’s philosophy supported a transcendental
idealism and clearly differs from the Jaina realism, a common point be-
tween Jainism and the Buddhist trend of Madhyamikas seems to be their
common rejection of logical atomism: reality is not a whole whose parts
would be objects and their properties, or at least not for some extra-natural
entities that transcend the empirical level of illusory data (pratibhasika).
This plausible account of (4.3) will be pursued in the next section, because
it might make sense of Nagarjuna’s radical skepticism.

To conclude our discussion of Jaina logic, Priest uses in [15] an analogy
with the cube to make sense of complete truth: every facet of reality is a
side of a cube, and reality is the collection of every such facet. But Jaina
cubism is such that the indefinite number of facets turns the cube into a
polygon even more complex than Descartes’ chiliagon. Just as Picasso
wanted to catch a conceptual reality by pooling different perspectives of a
character together in one and the same profile, the Jaina philosophy relies
upon a plurality of standpoints to grasp the essence of reality. A logical
translation of this view is given in [4]): plain truth amounts to a complete
knowledge (pramaria) whose expression in a complete judgment consists
in the addition of the seven sorts of predication. Is this a right way to
describe the transition from partial to complete truth>2?

An alternative account would be to state that a subject is completely de-
scribed when absolutely every particular standpoint is listed, rather than
just the seven kinds of argument from the nayavada. Such an exhaustive
completion is impossible, given the infinite sort of standpoints that consti-

atively to this question, assuming that “whereof one cannot speak, thereof one must be
silent”.

22The following definition of plain truth is given in [4]: “An object X can be viewed from
any one of the seven standpoints. However, since the totality of all these seven possibilities
comprises the pramana-saptabharngi (complete judgment of the phenomenal world in terms
of seven possibilities), the disjunction, denoted by A, of these seven predications should
lead to a tautology.” ([4], p. 186). In algebraic terms, the Jains would thus assimilate one-
sided truth with logical tautology and define the latter as the union of the seven elements of
V. Thatis: T = ((HUR)UB)U@)U(S)U(6)U(7)). This definition of tautology clearly differs
from that of Priest’s in [15] or J; in [18]: a sentence is a tautology if it is designated from
every standpoint. But this is a definition of tautology in the conventional sense of truth,
by contrast to the aforementioned absolute sense of truth that uniquely leads to a pramana.
One could wonder another thing, with respect to this definition of one-sided tautology:
does it correspond to the union of the seven kinds of standpoints or, rather, should it collect
the indefinitely many particular standpoints that are included in each of these seven kinds?
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tute the proper description of any object.

A natural translation of (4) within J; might be taken to be the twofold
answer “yes and no” to the third basic question: a3(@) = {1, 0}. But it is not
so0, given that this third question is positively answered if the corresponding
sentence is inexpressible. No yes-no answer occurs in the Jaina question-
answer game, consequently: two different questions can result in the same
answer or not, but no single question can be answered oppositely by “yes”
and “no” at once?. This is the gist of self-contradiction, and even the third
basic predicate of inexpressibility does not state it because non-distinction
does not mean an internal coexistence of opposite properties. These cannot
coexist, by definition.

Whatever the final word may be about (4), we argue two things about
complete truth: it does not mean for a given sentence either to be assigned
a designated value (this is partial truth) or to be uniquely asserted and,
therefore, be given the logical value (1) in J;%*; partial truth is a sufficient
condition of truth-assignment for the Jains, while the skeptic Madhyamikas
take complete truth to be a necessary condition for truth-assignment. Let
us now consider this skeptic logic within a question-answer game of QAS.

5 Nagarjuna’s Principle of Four-Fold Negation

Nagarjuna’s radical skepticism is summarized in his Mialamadhyamaka-
karika, where the first verse includes four sentences (or lemmas) that are

ZThree levels of inconsistency can be graded within the framework of QAS: light incon-
sistency, or inconsistency from two different standpoints: {{T},{F}}, i.e. aj(@) = a;(~a)
=1 (where i # j); mild inconsistency, or inconsistency from one and the same standpoint:
{{T.F}}, i.e. a;(@) = a;,(~a) = 1; and strong inconsistency, or inconsistency in one and the
same answer: {{T,~T}}, i.e. a;(@) = a;(@) = {1,0}. The Jain anekantavada embodies a
logic of light inconsistency; Priest’s Logic of Paradox LP argues for a mild inconsistency
that corresponds to the inconsistent interpretation (4.1) of avaktavyam; but no counter-
part seems to occur for the strong inconsistency of self-contradiction, going beyond the
so-called “impossible” values of [20]. Indeed, strong inconsistency consists of non-empty
subsets including an element and its complement. Such a case is impossible even in a com-
binatorial approach of semantic values, insofar as Priest’s value {T,F} assumes that T and
F are not complementary to each other.

24Returning to the comparison with Jaskowski’s Discussive logic D5, the Polish logician
rendered each standpoint by the modality of possibility, &. Accordingly, any sentence
that is uniquely asserted (such that v(a) = (1)) is logically necessary because it is cannot
be but asserted, and it is not possible for it to be denied or taken to be non-assertible. Thus
v(@) = (1) means the same as @. This modal interpretation squares with the idea of one-
sidedness; however, the Jain view of pramana still goes beyond such a logical necessity
(see note 22 above).
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equally denied by means of stances (drstis, or koti) and result in the the so-
called Principle of Four-Cornered Negation (thereafter: 4CN) or Tetralemma
(catuskoti). Thus:

(a) Does a thing or being come out itself? No.

(b) Does a thing or being come out the other? No.
(c) Does it come out of both itself and the other? No.
(d) Does it come out of neither? No.

How can Nagarjuna consistently deny all the four questions at once?
While noting that their content refers to the Madhyamika’s doctrine of
emptiness (sinyavada), a problem arises about the meaning of negation
in the four aforementioned answers. A tentative formalization of (a)-(d)
yields the following, where a is a predication of the form “S is P” (with S
for “thing” and P for “coming out iself””) and ~ is classical negation:

(a’) Not (Sis P) = ~(a)

(b)) Not (S is not P) = ~(~a)

(¢’) Not (Sis Pand S is not P) = ~(a A ~@)

(d") Not (neither S is P nor S is not P) = ~(~(a V ~a))

Assuming that negation is the relational paryudasa pratisedha, the set
of four negative statements is clearly inconsistent: (b”) is equivalent with
the affirmation « (by double negation), and this is patently contradictory
with its negation in (a’). Even more than for the Jains, it is commonly
acknowledged that the Madhyamikas unexceptionably subscribed to PNC
and cannot then accept both (a’) and (b"). Furthermore, (d") occurs as a
denial of the denial of the Principle of Excluded Middle (PEM), according
to which every sentence or its negation is true. But it clearly appears that
the double denial arising in (d") does not amount to an affirmation of PEM,
since (a’) and (b’) already reject the affirmation of both @ and ~a.

A way to avoid the contradiction (a’)-(b”) has been urged by Horn (in
[10]), who claimed that the negation of every sentential content should be

rendered as a predicate-term negation rather than a predicate negation®.

ZHorn claims that “crucially, no distinction between contradictory and contrary negation
was regularly made within classical Indian logic.” ([10], p. 80) However, the contrary
or contradictory feature of a negation crucially depends upon the nature of the subject
in a predication: are the subjects of a Jain predication sometimes universal, sometimes
particular? No definite answer seems to be available to disentangle the meaning of 4CN;
it is only the later school of Navya-Nyaya that will deal with such equivocation cases. See
in this respect J. Ganeri: “Towards a formal regimentation of the Navya-Nyaya technical
language” (parts LII), in Logic, Navya-Nyaya and Applications (Homage to Bimal Krishna
Matilal), M.K. Chakraborti and Lowe, B. and Mitra M.N. and Sarukkai S (eds.), College
Publications, London, 2008, pp. 105-121.
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The distinction between predicate-term and predicate negation cannot be
expressed in a modern or Fregean logic, where predicate-terms and predi-
cates are collapsed into a unique function. By using term logic, (b") should
be read as “S is not-P”, the contrary opposite of (a’). The conjunction (a’)-
(b) results in a stronger relation of incompatibles, and Horn is right to say
that two contraries can be consistently negated without entailing any self-
contradiction. In this respect, an application of intuitionistic negation (—a
for “S is not-P”) should fill the bill and be preferred to the classical nega-
tion (~a for “S is not P”’): ~(~a) becomes ~(—«a), and the latter cannot be
reduced to a by the law of double negation.

Does this mean that intuitionistic logic should be seen as a proper logic
for 4CN? It is not, given that the last statement (d’) leads to another con-
tradiction. For since one of de Morgan’s laws states that (~a A ~(—a)) is
equivalent to ~(a V —a)), how to claim with (a’)-(b”) that S is neither P nor
not-P: ~(a vV —«)) while denying it at the same time with (d'): ~(~(a V
)  (aV —a)?

The whole result turns 4CN into a case for radical skepticism: not only
does the speaker Nagarjuna ignore whether S is P or not, but he goes on
denying that he does ignore it. This troublesome stance has been noted by
Raju?® and accounts for the difference between Buddhism and nihilism, as
currently urged by a number of commentators: nihilism is the affirmation
that nothing is real or can be known to be so; whereas Buddhism argues
for a mere denial without any positive counterpart. The positive basis of
each Jaina statement included a case of negative assertion, as witnessed by
the predication (2); but no such assertion arises in 4CN, where negation is
pure denial. Before answering to whether there can be a negation without
any positive counterpart, we suspect the core difficulty with 4CN to lie in
the meaning of its wide scope negation (the answer “No”): it is used to
produce a denial, and this no-answer should find a proper treatment within
the formal framework of QAS.

Unlike the Jaina statements, and following the connection established
between Madhyamika skepticism and anti-realism, we assume that each
koti deals with the impossibility of knowledge: the human failure to catch
any absolute truth (paramarthasatya) about reality is a sufficient reason

26The alleged founder of 4CN, Safijaya (=~ 6th century B.C.), would have influenced the
Greek philosopher Pyrrho in his radical skepticism; Raju states this point by claiming that
Pyrrho “maintained that ‘I am not only not certain of the knowledge of any object, but also
not certain that I am not certain of such a knowledge’ ” ([16], p. 695). It is worthwhile
to note that the Greek principle of indifference ou mallon (not any more than) strikingly
parallels 4CN.
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to deny any justifiable belief and thus any truth-assignment, according to
Nagarjuna’s sinyavada. If so, we introduce a four-valued logic of accep-
tance and rejection for 4CN.

DEFINITION 4. A logic of acceptance and rejection is a model ARy =
(M, A) upon a sentential language . and its set of logical connectives
© = {~, A, V, —}. It includes a logical matrix 0t = (Q; 4; D), with :

- a function Q(a) = (g, (@), 45(@));
- a set 4 of logical values;
- a subset of designated values D C 4, where D = {(1,0), (1, 1)}.

Q@) is an ordered set of n = 2 questions about the sentence a, with
q;: “is a justifiably be true?” and q,: “is a justifiably false?’?’, and n
= 2 sorts of answers such that a(a) +— {0,1}. It results in a set V of
m" = 2% = 4 logical values, each standing for an explicit belief-attitude
in 4 = {1,0),(1,1),(0,0),(0, 1)}. The difference with J7 is that no third
question q5 occurs here: avaktavya is not a Madhyamika concept, so that
only two basic semantic predicates or muladrstis are required in 4CN. At
the same time, ARy is a general logic of statements that could include the
Jaina stances as well: the Jaina value (a;(@), ax(@), az(a@)) can be equated
with the value Q(«@) = {(qi1(@), q2(@) of ARy by canceling the third bhaniga
az(a). Then (1,0) = {(1,0,1),(1,0,0)}, (1,1) = {(1,1,1),(1,1,0)}, and
0,1) = {0,1,1),¢0,1,0)}. A relevant exception concerns the third value
(0,0) = {€0,0,1),(0,0,0)}, which includes the eighth forbidden value (0, 0, 0)
in J;7. This forbidden value is our key to a better understanding of Nagarjuna’s
four stances, with the following definition of negation and its distinction
with the speech-act of denial.

DEFINITION 5. For every sentence « such that A(a) = (aj(a), ax(@)):
A(~a) = (ax(a), a1(@)).

The import of QAS is to bring an algebraic distinction between logical
negation and denial: contrary to the usual perplexing presentation of 4CN,
denial should not be rendered as a connective that is part of the sentential
content «; rather, a denial is a no-answer that does not stand for a function
but its resulting value. Correspondingly, a proper formalization of 4CN is
suggested in the following style:

@”) aj(@)=0
(") aj(~a)=0

?'The second question “Is « justifiably false?” is equivalent with “Is ~a justifiably
true?”. This results in the following equation for negation in ARy: a;(~a) = a(a), and
conversely.
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caj(an~a)=0
d)a(~(aVv~a)=0

Only one valuation of ARy accounts for the consistency of (a”)-(d"),
namely: A(a) = (0, 0), the forbidden value of Jaina logic. Following the
definition of conjunction and disjunction in AR4?%, (a’") and (b”) entail
that a(@) = aj(aA ~a) = aj(~(aV ~a)) = ax(a V ~a) = 0.

Once again, the usual perplexity caused by Nagarjuna’s stance is due
to a confusion between the relational and non-relational reading of nega-
tion. The former negation (paryudasa pratisedha) is not an answer about
whether the sentence « is true or false, given that it occurs within its sen-
tential content in the whole expression ~a; most importantly, it assumes
bivalence and entails that ~« is false whenever « is true (and conversely).
Therefore, no sentence can be given a “gappy” value (neither true nor false)
with such a relational use of negation. Furthermore, introducing the intu-
itionistic negation — for this purpose is not the solution either: that « is said
to be neither true nor false cannot explain again why this gappy solution is
insufficient to account for the fourth stance (d’). This leads to the conclu-
sion that Nagarjuna’s denial should be strictly distinguished from assertive
negation and be equated with the “absolutely no”-answer (0, 0).

Our point about logical values actually holds for every negation, in the
sense that there is no functional difference between classical and intuition-
istic negation AR4. For the difference between the two negations does not
lie in the definition of their mapping from . to V but, rather, in the domain
of values they range over. Given that classical negation assumes a one-one
correspondence theory of truth, this entails that a sentence cannot be said
to be either both true and false or neither true nor false; hence a restriction
of the range from V =4to V =2 = {(1,0),(0, 1)}. As to the intuitionistic
theory of truth as justifiable truth, no sentence can be said to be true unless
the justification is definite and this stringent view of justification implies
another restriction from V =4to V = 3 = {(1,0), (0, 0), (0, 1)}. The Jaina
case embodies a paraconsistent variant, where a sentence can be said to
be both true and false but excludes the possibility that it be none; hence a
corresponding restriction from V =4to V = 3 = {(1,0),(1, 1), (0, 1)}. The
relative truth of nayavada also accounted for the combination of such basic

28 A complete description of the semantics for ARy is not required in the context of 4CN,
but it includes maximal and minimal functions (/max,min) upon the values of V, given a total
ordering function < between these elements proceeds as follows: (0, 1) < (0,0) < (1,1) <
(1,0). Hence the following definition of the connectives of conjunction and disjunction:
v(a A Y) = min(a, ), and v(a V ) = max(a, ¥).
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answers into new logical values in J7, unlike the non-relative, absolute or
one-sided view of truth in the Madhyamika school.

But that is not the whole story of 4CN. Recalling a former quotation by
Raju, two problems remain to be solved. Firstly: does Nagarjuna deny
absolutely everything, including his own denials? And secondly: is the
catuskoti a mere reversal of the saptabhangt, i.e. the transformation of a
common set of positive statements into negative statements?

6 Two contrary logics?

Let us note about the first question that a distinction can be made between
two generic forms of skepticism, a moderate and a radical one. The former
is closer to what the Buddhists meant by nihilism and wanted to be strictly
distinguished from; it means that nothing can be known about reality, but
one least thing to be known is precisely that nothing mundane can be
known. In contrast to this, the radical version goes on denying any denial
about our knowledge about reality: ignorance is not asserted but doubted
itself. Whether or not such a distinction relates to the Greek schools of the
New Academy (Arcesilas, Carneades) and Pyrrhonism (Pyrrho, Timon of
Phlius) does not really matter in what follows. Rather, the point is whether
Nagarjuna endorsed radical skepticism and what his rejection consisted
in. In the light of QAS, the complete denial of 4CN means that only no-
answers are given to preceding questions.

As to the second question, Bahm replies in [2] that the two Indian logics
cannot merely seen as mutual contraries: Jaina logic cannot be reduced
to a Principle of Four-Cornered Affirmation. QAS already brought this
point out by the cardinality of the sets of logical values, given the essential
occurrence of a third question (about avaktavya) in J;. Nevertheless, there
is a reason to claim that these philosophical schools are really opposite to
each other in some respect. The catuskoti can be taken to be a reversal of
saptabhangt only if the sentential content of a denial or an affirmation is of
the first order, i.e. stands for a declarative sentence about reality; but the
same cannot be safely said for higher-order questions about the answerer’s
attitudes?®.

The order of attitudes and their statements can be reformulated in terms of iterated
modalities: the statement “a” is an affirmation and correlated belief about @, B(«); the
statement “I affirm that o” is an affirmation and correlated belief about the affirmation and
correlated belief about @, B(B); and so on for any n-ordered statement as a sequence of
n beliefs: B"(«). The difference between AR4 and modal logic is that iterated attitudes are
not rendered as modal operators but as logical values in the former semantics. See note 31



Two Indian Dialectical Logics 69

Let us exemplify this symmetrical behavior by means of two Socratic
dialogues, where an initial question about the atomic sentence p is ac-
companied with a sequence of oratory questions (the questioner expects
to have a given answer) and answers. The answerer to a common ques-
tioner (the doctrinalist Aristotle) is a Jaina speaker (Vadiveda Suri) and a
Madhyamika speaker (Nagarjuna), respectively. It clearly appears that the
resulting dialogues are radically opposed to each other, and we bring this
out by formalizing them in terms of QAS.

DIALOGUE 1: ARISTOTLE VS. VADIVEDA SURI

1. Q: Do you accept p?
[ai(p) = 17]

2. A: Yes, I accept p.
[ai(p) = 1]

3. Q: Therefore you reject ~p?
[a2(p) =0 7]

4. A: No, I do not reject ~p.
[a2(p) # 0]

5. Q: Does it mean that you also accept ~p?
[a2(p) = 17]

6. A: Yes, I also accept ~p.
[a2(p) = 1]

7. Q: Therefore you accept p and ~p?
[ai(pA~p)=17]

8. A: Yes, I accept both.
[ai(p A ~p) = 1]

9. Q: Therefore you reject ~(p A ~p)?
[a2(p A ~p)=07]

below.
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10. A: No, I don’t reject ~(p A ~p).
[a2(p A ~p) # 0]

11. Q: Does it mean that you also accept ~(p A ~p)?
[a2(p A ~p)=17]

12. A: Yes, I also accept ~(p A ~p).
[a2(p A ~p) = 1]

13. Q: Therefore you reject ~((p A ~p) A ~(p A ~p))?
[a2(((p A ~p) A~(p A ~p))) =07]

14. A: No, I don’treject ~((p A ~p) A ~(p A ~p)).
[a2(((p A ~p) A ~(p A ~p))) # 0]

15. Q: Therefore you also accept ~((p A ~p) A ~(p A ~p))?
[ai(~((p A ~p) A ~(p A ~p))) = 17]

16. A: Yes, I also accept ~((p A ~p) A ~(p A ~p))
[ai(~((p A ~p) A ~(p A ~p))) = 1]

It emerges from this abortive maieutic that the doctrinalist questioner
fails to make the answerer his own reason: the whole answers are perfectly
rational albeit inconsistent, in the light of AR, and its non-classical logical

values that are exclusively positive or negative”.

THEOREM 3. For every sentence « (including p, ~p, p A ~p, ~(p A ~p),
and so on), the answer of the Jaina in ARy is A(a) = (1, 1).

Proof: Let us assume that a;(p A ~p) = 1; then a;(p) = a;(~p) = a(p) =

39The semantics for AR, can be said to be bivalent in this respect: for every answer given
to question q; about the sentence «, the corresponding answer is either positive (a;(e) = 1)
or negative (a;(a) = 0). Tertium non datur. Concerning any positive and negative answer
to one and the same question, it has been argued earlier (see note 23) that it is equally
impossible in the pluralist approach of the Jains. Hence the ensuing difference between two
grades of inconsistency in ARy: a given answer A(a) is externally inconsistent if and only
if a;(@) # ay(@); it is internally inconsistent or incoherent if and only if, for any answer
x in {0,1}, a;(@) = x and a;,(@) # x. Accordingly, there is a crucial difference between
sentential inconsistency and non-sentential inconsistency (incoherence): two sentences «
and ~a can be mutually inconsistent while the answers A(e) and A(~a) about them are
internally consistent (coherent).
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1. Andif aj(~(p A ~p)) = 1 thenax(p A ~p) = 1,1i.e. ap(p) = 1 or a;(~p)
= 1. Hence for every «, a;(@) = az(a) = 1. Hence A(@) = (a;(a), ax(a)) =

(1, 1).

Let us now apply the same process to a dual dialogue between the dog-
matist questioner Aristotle and his skeptic answerer. This yields the exact
reversal of the preceding dialogue, given that each question about whether
a given sentence is accepted becomes a question about whether it is re-
Jected.

DIALOGUE 2: ARISTOTLE VS. NAGARJUNA

1. Q: Do you reject p?
[ai1(p) = 07]

2. A: Yes, I reject p.

[a1(p) = 0]
3. Q: Therefore you accept ~p?
[ax(p) = 17]

4. A: No, I do not accept ~p.
[a2(p) # 1]

5. Q: Does it mean that you also reject ~p?

[ax(p)=07]
6. A: Yes, I also reject ~p.
[a2(p) = 0]

7. Q: Does it mean that you reject both p and ~p?
[ai(p vV ~p) =07]

8. Yes, I reject both p and ~p.
[ai(p V ~p) = 0]

9. Q: Therefore you accept ~(p V ~p)?
[ax(p vV ~p)=17]

10. A: No, I do not accept ~(p V ~p).

[ax(p vV ~p) # 1]
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11. Does it mean that you reject both (p V ~p) and ~(p V ~p)?
[ai(((pV ~p) vV ~(pV ~p))=07]

12. A: Yes, I reject both (p V ~p) and ~(p V ~p).
[ai(((p V ~p) V ~(p V ~p))) = 0]

13. Q: Therefore you accept ~((p V ~p) V ~(p V ~p))?
[a2(((p V ~p) V ~(p V ~p))) = 17]

14. A: No, I don’t accept ~((p V ~p) V ~(p V ~p)).
[a2(((pV ~p) V ~(pV ~p))) # 1]

15. Q: Therefore you also reject ~((p V ~p) V ~(p V ~p))?
[a2(((p V ~p) V ~(p V ~p))) = 07]

16. A: Yes, L also reject ~((p V ~p) V ~(p V ~p))
[a2(((p V ~p) V ~(p V ~p))) = 0]

Again, the doctrinalist questioner failed to make the answerer his reason:
the whole is rational albeit incomplete, so long as the answerer refuses to
commit in the truth of any sentence.

THEOREM 4. For every sentence « (including p, ~p, p V ~p, ~(p V ~p),
and so on), the answer of the Madhyamika in ARy is A(a@) = (0, 0).
Proof: if aj(p vV ~p) =0then a;(p) = a;(~p) = ax(p) = 0. And if a;(~(p
V ~p)) = 0then ay(p V ~p) =0, i.e. ax(p) = 0 or a;(~p) = 0. Hence for
every a, aj(a) = ax(a@) = 0. Hence A(a) = (a;(a), ax(a)) = (0, 0).

Just as the Jains refuse exclusive acts of positive assertion and contend
themselves with inconsistent affirmations, the Madhyamikas refuse exclu-
sive acts of negative assertion and contend themselves with incomplete
denials.

A parallel can be made here with da Costa paraconsistent logics C;-C,:
these are non-truth-functional systems where contradictions are variably
affirmed or denied according to the structural complexity of the contradic-
tory sentences (p and ~p, in Co; (p A ~p) and ~(p A ~p), in Cy; and so on).
By the same way, a set of dual paraconsistent logics C’l—C,'1 can be devised
for the dialectical process of 4CN and states that alternatives are variably
affirmed or denied according to the structural complexity of the alternative
sentences: (p or ~p, in CZ); (p vV ~p)or ~(pV ~p), in C/l; and so on).
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But the parallel stops here, because the preceding dialogues have shown
that the structural complexity of a sentence does not change the attitude
of the answerer. In this respect, the Jains and Madhyamikas are likely to
be considered as two contrary attitudes or judgments in the common logic
of statements ARy: the former affirm everything whereas the latter deny
everything.

Returning to a preceding objection, it remains to consider to what extent
such radical speakers can be said to affirm “everything” (doxastic eclecti-
cism) or deny “everything” (doxastic nihilism) in their dialectical games>'.
While the concerned texts mention dialectical games about first-order state-
ments only, it hardly makes sense to contend that Nagarjuna would have
denied his own denials with respect to first-order statements.

Let us make a semantic ascent and consider the second-order statement
a’: “I don’t affirm that « (is true)”. A no-answer to the question q;(a’): “is
a’ justifiably true?” would mean that the answerer denies to have denied
(the truth of) @, while a yes-answer would entail that he affirms to have
denied a (as he did). The same objection can be made to a universally
affirmative stance in the Jains. Likewise, the Jain would hardly give an af-
firmative answer to o’ without refusing the truth to « and thereby violating
his policy of non-one-sidedness>?. Actually, the preceding dialogues have
already made clear that the Jain did deny three times (steps 4, 10 and 14)
while the Madhyamika did affirm five times (steps 2, 6, 8, 12, and 16).

If so, the radically opposed attitudes of the Jainas and Madhyamikas
should find their own limits with the sort of sentences to be questioned:
denying and affirming are about the nature of reality, rather than about
one’s own mental states. Such a limit of dialectic might be what Aristotle
had in mind, when he attempted to show the attitude of Heracliteus with
respect to the PNC is self-defeating. But he failed to make his point with
his elenctic strategy, locating the trouble in the propositions (affirming
and affirming not-«) rather than his opponent’s propositional attitudes (af-

3INagarjuna’s following stance is the key to his allegedly radical skepticism: “If I had a
thesis, I would be wrong. But I have no thesis. Therefore there is nothing wrong with me.”
(“To keep one away from the vain discussions”, Number 29). What is the content of the
thesis at hand? It is likely to be a first-order thesis, i.e. a statement about any given state
of affairs. Whether Nagarjuna would have also claimed to have no thesis about his own
attitudes remains unclear, however.

32This leads to the reintroduction of the law of double negation in the form of an illocu-
tionary law of double denial: the denial of ~a needn’t entail the affirmation of @, given that
a;(a) = 0 needn’t entail that a,(@) = 1 (compare with A(a) = (0, 0)); on the other hand, the
denial of the denial of « entails the affirmation of a, given that a;(«) # 0 does entail that
a (a) =1.
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firming @ and not affirming @). Admittedly, these Indian logics were much
more concerned with metaphysical topics and soteriological ends than hav-
ing the final word in every yes-no answer game.

7 Conclusion

We have proposed a reconstruction of the Jaina and Madhyamika logics by
means of a question-answer semantics. The result of such an enterprise is
a rational reading of these Indian schools through modern logical glasses,
including the logical tool of many-valuedness that presented skepticism
and pluralism as radically opposed to each other and separated by a middle
view of judgment that is Aristotle’s bivalent way of doctrinalism. Many-
valuedness accounts for the seven judgments of Jaina saptabharigi, while
a more general logic of attitudes displays Jaina and Nagarjuna’s stances
within a four-valued semantics that characterizes both Madhyamika skep-
ticism (the value (0, 0)) and Jaina pluralism (the value (1, 1)).

Above all, the main import of QAS is to pay attention to the dialecti-
cal role of questions and answers in the Indian approach of logic: just as
the Megarics emphasized the dialogical nature of philosophical investiga-
tion in contrast to the Aristotelian monological view of truth and falsity as
transcendental values, we want to keep in mind that the Indian logicians
introduced their statements in the form of answers to speculative ques-
tions. Jaina metaphysical pluralism also made sense of their inconsistent
judgments, while the skeptic flavor of Nagarjuna’s philosophy explains his
systematic denial to any question about the nature of reality.

Last, but not least: one of the most intriguing case studies has concerned
the meaning of avaktavya (non-assertibility), the third basic judgment of
Jaina logic. This predicate should not be confused with common self-
contradiction, where a sentence and its negation are said to be both true
at once and in the same respect. The commentators frequently claimed
that the Jainas subscribed to PNC in their various reasonings: so non-
assertibility refers to another, milder view of contradiction than coexistence
of incompatible properties in the same subject. Rather, we support Tri-
pathi’s interpretation of avaktavya in the sense of non-distinction: the Jaina
third judgment might mean that some objects (S) cannot be predicated by
any property, that is, neither of one of them (P) or any of their complemen-
taries (not-P). Rather than a plea for self-contradiction, avaktavya seems
to argue for the impossibility to predicate anything of some such “absolute
subjects” as atman or Brahman because these would stand beyond any set
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of definite properties. Such a tentative explanation would match with the
Hegelian alternative process of Aufhebung (or “sursumption”), in contrast
to the predicative process of subsumption that systematically describes a
subject S as falling under a given set of properties P33.

(1]
(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

References

Aristotle. Metaphysics.

AJ. Bahm. "Does Seven-Fold Predication equal Four-Cornered Negation
reversed?". Philosophy East and West, 7:127-30, 1958.

N. Belnap. "A useful four-valued logic". In Dunn J.M. and Epstein G.,
editors, Modern Uses of Multiple-Valued Logic, pages 8-37. Dordrecht: D.
Reidel Publishing Company, 1977.

F. Bharucha and R. Kamat. "Syadvada theory of Jainism in terms of deviant
logic". Indian Philosophical Quarterly, 9:181-7, 1984.

S.S. Chakravarti. "The Madhyamika Catuskoti or Tetralemma". Journal of
Indian Philosophy, 8:303-6, 1980.

J. Ganeri. "Jaina logic and the philosophical basis of pluralism". History
and Philosophy of Logic, 23:267-81, 2002.

P. Gokhale. "The logical structure of Syadvada". Journal of Indian Council
of Philosophical Research, 8:73-81, 1991.

M.H. Gorisse. "Non-one-sideness: context-sensitivity in Jain epistemologi-
cal dialogues". In A Day of Indian Logic. ILLC Technical Report X-2009-04,
Amsterdam, 2009.

M.H. Gorisse. "The art of non-asserting: dialogue with Nagarjuna". In
R. Ramanujam and Sarukkai S., editors, Springer Lecture Notes in Artificial
Intelligence, volume 5378, pages 257-68. FoLLI Series, Springer, 2009.

L. Horn. The Natural History of Negation. University of Chicago Press,
1989.

L. Keiff. "Ultimately and conventionally : some remarks on Nagarjuna’s
logic". In A Day of Indian Logic. ILLC Technical Report X-2009-04, 2009.

¥ Here is an alleged description of the Brahman by himself: “This whole universe is
filled by me in immaterial form; all beings are in me, but I am in them. Yet those born
are not within me. Behold my kingly rule: my self sustains all beings, is not in them but
creates them. Just as the mighty wind everlastingly occupies the space above us and moves
throughout it, so do all created beings occupy me.” (Bhagavad-Gita: Chapter 9, verses
4-7). This seems to match with our description of S as an ultimate class.



76

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

FABIEN SCHANG

B.K. Matilal. "The Jaina contribution to logic". In J. Ganeri and H. Tiwari,
editors, The Character of Logic in India, pages 127-39. State University of
New Press, 1998.

D. Mohanta. "The use of Four-Cornered Negation and the denial of the Law
of Excluded Middle in Nagarjuna’s logic". In A. Schumann, editor, Logic in
Religious Discourse, pages 44-53. Ontos Verlag, Paris & Frankfurt, 2009.

T. Parsons. "Assertion, denial, and the Liar Paradox". Journal of Philosoph-
ical Logic, 13:137-52, 1984.

G. Priest. "Jaina logic: a contemporary perspective". History and Philosophy
of Logic, 29:263-79, 2008.

P.T. Raju. "The Principle of Four-Cornered Negation in Indian philosophy".
Review of Metaphysics, 7:694-713, 1954.

N. Rescher. "Quasi-truth-functional systems of propositional logic". Journal
of Symbolic Logic, 27:1-10, 1962.

F. Schang. "A plea for epistemic truth: Jaina logic from a many-valued
perspective”". In A. Schumann, editor, Logic in religious discourse. Ontos
Verlag, Paris & Frankfurt, 2009.

J. Searle. Speech Acts. Cambridge University Press, 1969.

Y. Shramko and H. Wansing. "Hyper-contradiction, generalized truth-values
and logics of truth and falsehood". Journal of Logic, Language and Infor-
mation, 15:403-24, 2006.

M. Siderits. "Nagarjuna as antirealist". Journal of Indian Philosophy,
16:311-25, 1988.

R. Sylvan. "A generous Jainist interpretation of core relevant logics". Bul-
letin of the Section of Logic, 16:58—66, 1987.

R.K. Tripathi. "The concept of avaktavya in Jainism". Philosophy East and
West, 18:187-93, 1968.



Navya-Nyaya Logic

PRABAL K. SEN *and AMITA CHATTERIJEE *

In short, the Nyaya strategy is to appeal to our intuitions about
knowledge, in order to learn something about reasoning and
not vice versa. Bimal Krishna Matilal |

In its first meaning, a logic is a collection of closely related
artificial languages... In its second but older meaning, logic is
the study of rules of sound argument. Wilfrid Hodges 2

The expression ‘Navya-Nyaya’ literally means ‘the recent Nyaya’ or
‘the new Nyaya’, usually employed for indicating the later phase of the
Nyaya school of philosophy, as distinguished from its earlier phase, which
is commonly known as ‘Pracina Nyaya’, i.e., ‘the earlier Nyaya’ or ‘the
old Nyaya’. Aksapada Gautama (c. 100 CE) is traditionally regarded as
the founder of the Nyaya school, and a set of aphorisms known as Nyaya-
sStra-s that are ascribed to him happens to be the oldest available text of this
school. Quite a few commentaries and subcommentaries on these apho-
risms were written, many of which are now lost, and are known only from
references to them in later works. The available texts in this series of com-
mentarial literature are (i) Nyayabhasya of Vatsyayana (fourth century),
(i1) Nyayavarttika of Uddyotakara (seventh century), (iii) Nyayavarttika-
tatparya-tika of Vacaspati Misra I (ninth century), (iv) in Nyayavarttika-
tatparya-pariSuddhi of Udayana (tenth century). The independent works
like (i) Nyayasara (with the autocommentary Nyayabhssana) by Bhasarva-
jiia (tenth century) and Nyayamaiijariby Jayanta Bhatta (ninth century) are
also important texts that belongs to this phase of Nyaya philosophy. Ac-
cording to the tradition, Udayana’s works formed the watershed between
the Old and the Navya-Nyaya, which in the process of defending and ex-
plicating the Nyaya tenets also anticipated many theses and approaches of
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"Matilal (1986) p. 126

2‘Classical logic I: First Order Logic’ Lou Goble (2001)
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the later Naiyayikas. Indian theory of inference forms part of Indian episte-
mology (pramanavada) and is intimately connected with the ontology of a
system. We, therefore, begin our explorations in Navya-Nyaya logic with a
brief account of the metaphysical basis of the system. The Nyaya school of
philosophy upholds direct realism and pluralism; and it shares this outlook
in common with the VaiSesika school, which is traditionally maintained
to be founded by Kanada (second century CE). The Vaisesika system has
been described as ‘a synthesis between philosophy of nature, ethics and
soteriology’ 3, and this is also true of the Nyaya school, though here we
find in addition a lot of emphasis on epistemology and the rules that should
be observed in philosophical debates.

The doctrines of Nyaya philosophy were severely criticised by a num-
ber of opponents, the principal among them being the Buddhists of the
Madhyamika, Yogacara and Svatantra-Yogacara sects. For the Naiyayika-
s, the world contains innumerable entities that are in principle knowable
and nameable. Each such entity, whether external, like a pot, or internal,
like a cognitive state, is real, and has an intrinsic nature (svabhava). Many
of these entities are eternal, and even those that are non-eternal, are sta-
ble, i.e., non-momentary (aksanika). Many of these entities are mutually
related, and these relations, which are as real as their relata, are of various
kinds. The relation that links most of these existent objects is the relation
between (i) the entities that are located (adheya), and (ii) the entities where
these entities are located (adhara). This relation between location and lo-
catee is known as dharma-dharmi-bhava. This general relation may again
obtain through some specific relations. For example, when we cognize a
man as characterized by a stick, the relation between the man and the stick
is that of contact (samyoga). Again when we cognize an animal as a white
cow, the relation of the animal with white colour and the universal, viz.,
cowness is that of inherence (samavaya). None of these claims would be
admitted by the Buddhists. For the Madhyamika Buddhists, the objects of
our experience are devoid of nature (nihsvabhava); for the Buddhists of the
early Yogacara school, pure consciousness (vijiiaptimatra) is the sole real-
ity, there being thus no external objects; and according to the Svatantra
Yogacara school, whatever is real is also momentary, which effectively
precludes the possibility of such things being either located in, or related
with anything else. Each entity, they maintain, is unique (svalaksana) and
unrelated. The commentaries and subcommentaries that grew around the
Nyayasitra-s tried to defend the Nyaya doctrines by rejecting the Buddhist

3Partha Ghosh (2010) p. 258
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views. Navya-Nyaya philosophers did not forget these issues when they
developed their language and logic.

One of the favourite strategies of the Buddhists was to show that the enti-
ties admitted by the Naiyayika-s cannot be properly defined, and they tried
to establish this by pointing out defects in such definitions proposed in the
Nyaya texts. Another strategy was to point out that the Nyaya doctrines
were beset with logical difficulties like self-dependence, mutual depen-
dence, infinite regress, etc. The Buddhists also tried to show that in many
cases what was regarded as a single or unitary entity by the Naiyayika-
s could not be so, since each of them harboured mutually incompatible
properties. The adherents of the Nyaya school were hard-pressed to find
out some way for answering such criticisms, and this more or less com-
pelled them to find out some techniques for formulating precise and im-
maculate definitions; and also for answering the dialectical arguments of
the Buddhists. In some cases, minor modifications in the earlier doctrines
were also made, though the basic doctrines and the commitment to realism
and pluralism were not compromised in any way.

II

By combining the Nyaya epistemology with the VaiSesika ontology, philoso-
phers like Sasadhara, Manikantha Misra, TaraniMisra, Sondada Upadhyaya
and others initiated a new trend of philosophizing in Mithila — a region in
northeastern India. It is, however, Gangesa (thirteenth century) who inte-
grated and popularized the technique of subtle argumentation in his mag-
num opus Tattvacintamani (TCM) and is regarded as the founder of the
Navya-Nyaya tradition. The tradition was carried forward in Mithila by
Vardhamana Upadhyaya (fourteenth century), Yajiiapati Upadhyaya (fif-
teenth century), and Paksadhara Misra (fifteenth century), among others.
The novelty and originality of the Navya Nyaya school is found not so
much in introducing new topics of philosophical discussion but in the met-
hod employed, in devising a precise technical language suitable for ex-
pressing all forms of cognition. By the time the Navya-Nyaya language
was devised, Buddhism, the principal opponent of Old Nyaya had become
almost extinct in India. Navya-Nyaya philosophers had the Mimamsaka-s
as their chief adversary, but their language was strong enough to withstand
attacks from both Buddhism and Vedanta.

From Mithila, Navya-Nyaya travelled to Navadvipa, in Bengal. Pra-
galbha Misra, Narahari Visarada and Vasudeva Sarvabhauma are the no-
table early exponents of Navya-Nyaya in Navadvipa. The unorthodox lo-
gician, Raghunatha Siromani (sixteenth century), who was a disciple of
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Vasudeva Sarvabhauma wrote a commentary on TCM entitled Didhiti,
in which he went far beyond Gangesa by introducing changes in Navya-
Nyaya metasphysics and epistemology. Subsequent prominent proponents
of Navya-Nyaya in Bengal — including Bhavananda Siddhantavagisa, Math-
uranatha TarkavagiSa, JagadiSa Tarkalamkara, and Gadadhara Bhattacaryya
— wrote sub-commentaries on Didhiti, which contributed to the fullest de-
velopment of Gangesa’s technique of reasoning. The fame of Navadvipa
Naiyayikas spread all over India, and scholars from other schools too adopt-
ed the Navya-Nyaya language. This highly technical language became the
medium for all serious philosophical discussion by the sixteenth century,
irrespective of the ontological, epistemological, and moral commitments
of the discussants. However, one must remember that though the Navya-
Nyaya language can be successfully dissociated from its context, Navya-
Nyaya was developed as a complete system of philosophy with its episte-
mology, logic, ontology and soteriology.

‘Navya-Nyaya logic’, writes Sibajiban Bhattacharya, ‘is mainly a logic
of cognitions’. * A piece of cognition has at least three elements — visesya
(qualificandum), prakara or visesana (qualifier), and samsarga or the qual-
ification relation between them. If, for example, one’s cognitive content is
a-R-b, i.e., b is located in a by the relation R, then says the Naiyayika, one
is directly aware of a, b, and R where a and b are things in the real world
and not mere representations of things and the relation R actually obtains
between a and b. So a cognitive content a-R-b is true if and only if b is lo-
cated in a by the relation R. So, when one cognizes a man with a stick, the
man is the qualificandum, the stick is the qualifier and the relation between
the man and the stick, in this case, is contact or samyoga. This piece of
cognition will be true (prama) if and only if the man being perceived has
contact with a stick.

It is, therefore, obvious that the Navya-Naiyayika-s are in favour of giv-
ing a de re reading of a cognitive content. This situation, when viewed
in terms of locus-located relation is: b is located in a or a superstratum
(adheya) of a in the relation R in a-R-b, and a is the locus or the substra-
tum (adhara) of b in the relation R in a-R-b. Generally speaking, according
to Navya-Nyaya, the basic combination which expresses a cognitive con-
tent is a locus-locatee combination of the form ‘a has f-ness’ / ‘(there is)
f-ness in a’ (‘the lotus has redness’/ ‘(there is) redness in lotus’, which is
expressed in ordinary language as ‘the lotus is red’. ). In a perspicuous
account of a cognitive content, the Navya-Naiyayika would like to make

“Haaparanta (2009) p.963
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explicit the connection between the lotus and its colour in consonance with
their own categorical framework.

It is evident from the above analysis that relations play a crucial role
in the Navya-Nyaya concept of a cognitive content. Over and above the
two relations of contact and inherence admitted by the VaiSesika-s, Navya-
Naiyayika-s define many new relations for precisifying our cognitive con-
tent. A standard definition of relation in terms of subjuncts/superstratum
(anuyogi) and adjuncts/substratum (pratiyogi) given by Gadadhara is as
follows.

When xRy is a cognitive content, R is a relation of x to y iff x
is the adjunct of R (one which is related) and y is the subjunct
(to which x is related) of R.

The Navya-Nyaya way of expressing a relation is always as xRy, where
the entity to the left of R is the adjunct and the entity to the right of R is the
subjunct. The Navya-Naiyayikas admit two types of relation, occurrence-
exacting (vrtti-niyamaka) and non-occurrence-exacting (vrtti-aniyamaka).
An occurrence-exacting relation always gives the impression that one en-
tity is located in another entity, while a non-occurrence-exacting relation
does not do so. The latter only makes us aware that the two terms are re-
lated. It is easier to identify the adjunct and subjunct of a relation of the
former type; the adjunct is that which is located and the subjunct is that
where the adjunct is located but in the second type adjunct and subjunct
are identified depending on the fiat of the cogniser. The Navya-Naiyayikas
mainly use four types of direct relation: (1) contact (samyoga); (2) inher-
ence (samavaya); (3) svariipa 3: and (4) identity (tadatmya). Of these, the
first two are occurrence-exacting, svaripa is sometimes so, and identity
is not. They admitted some indirect relations (parampara sambandha) too,
e.g., the colour of a cloth’s thread resides in the cloth by an indirect relation
composed out of inherence and its inverse, viz., sva-samavayi-samavetatva.
According to the Nyaya school all these relations, direct and indirect, are
binary relations.

It is now time to give a minimal account of the Navya-Nyaya language,
which is a higher-order technical language but, strictly speaking, is not a
formal languguage.

The primitive terms of the language are the nouns or nominal stems like
ghata (pot), dhiima (smoke), vrksa (tree), kapi (monkey), etc. By adding

3Svariipa will be left untranslated because any English term is bound to distort its mean-
ing; it is identical with either one or both the relata.
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the simple suffix ‘tva’ or ta’, many new abstract terms are generated. For
example, by adding ‘tva’ to dhiima, abstract terms like dhtimatva (smo-
keness or smokehood), which is a universal (jati), can be generated. The
suffix ‘ta’ is used to generate relational abstract expressions such as cause-
hood (karanata), locushood (adharata), and their corresponding inverse re-
lational expressions such as effecthood (karyata), located-hood or super-
stratumhood (adheyata/vrttita). Navya-Nyaya also uses a possessive suffix
‘mat’ (or its grammatical variant ‘vat’) meaning ‘possessing’ to generate
new concrete terms as in ‘vahnimat’ or fire-possessing.

There is an operator known as the determiner-determined-relation (nirGipya-
nirtipaka-bhava) which obtains between correlatives like locushood and
locatedhood, causehood and effecthood, motherhood and sonhood, etc.
To explain, when a is the locus of b, the relational abstract locushood
(adharata) resides in a and its correlative locatedhood (adheyata) resides
in b. The property of locushood residing in a determines or is determined
by the locatedhood residing in b, depending on the direction of the rela-<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>